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 Predictive models for determining the sale price of houses in cities like 

Bengaluru is still remaining as more challenging and tricky task. The sale 

price of properties in cities like Bengaluru depends on a number of 

interdependent factors. Key factors that might affect the price include area 

of the property, location of the property and its amenities. In this research 

work, an analytical study has been carried out by considering the data set 

that remains open to the public by illustrating the available housing 

properties in machine hackathon platform. The data set has nine features. 

In this study, an attempt has been made to construct a predictive model 

for evaluating the price based on the factors that affect the price. Modeling 

explorations apply some regression techniques such as multiple linear 

regression (Least Squares), Lasso and Ridge regression models, support 

vector regression, and boosting algorithms such as Extreme Gradient Boost 

Regression (XG Boost). Such models are used to build a predictive model, 

and to pick the best performing model by performing a comparative 

analysis on the predictive errors obtained between these models. Here, the 

attempt is to construct a predictive model for evaluating the price based 

on factors that affects the price. 
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I. INTRODUCTION 

 

The housing market is one of the most aggressive as far 

as estimating and same will in general shift essentially 

dependent on various elements; determining property 

cost is a significant module in decision making for both 

the purchasers and financial backers in supporting 

financial plan allotment, observing property finding 

tricks and deciding reasonable approaches 

subsequently it becomes one of the great fields to apply 

the ideas of AI to advance and foresee the costs with 

high precision. Along these lines, in this paper, we 

present different significant highlights to utilize while 

anticipating lodging costs with great exactness. We can 
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utilize relapse models, utilizing different elements to 

have lower Residual Sum of Squares. While utilizing 

highlights in a relapse model some element designing 

is needed for better expectation. In a study by 

(Durganjali and Vani Pujitha 2019) introduced a model 

which has accuracy of 70%. The goal of the paper by 

(Bhagat, Mohokar, and Mane 2016) is to predict the 

efficient house pricing for real estate customers with 

respect to their budgets and priorities. By analyzing 

previous market trends and price ranges, and also 

upcoming developments future prices will be predicted. 

Advanced machine learning algorithms are 

demonstrated by (B and Swathi 2019) can achieve very 

accurate prediction of property prices, as evaluated by 

the performance metrics. In an article by (Azimlu, 

Rahnamayan, and Makrehchi 2021) A House price 

Valuation based on Random Forest Approach. The 

Mass appraisal of residential property south korea 

Jengei HONG. Predicting house prices is expected to 

help people who plan to buy a house so they can know 

the price range in the future, then they can plan their 

finances well. In addition, house price predictions are 

also beneficial for property investors to know the trend 

of housing prices in a certain location. Predicting 

house prices is expected to help people who plan to buy 

a house so they can know the price range in the future, 

then they can plan their finances well. In addition, 

house price predictions are also beneficial for property 

investors to know the trend of housing prices in a 

certain location. Application of Predicting House 

Prices will help people to know the price range of the 

house in prior based on location, area type, square feet 

and other factors. 

There are about 25 articles in IEEE xplore and in 30 

Scopus related to this study. In a study by (Sangani, 

Erickson, and Al Hasan 2017) From investment to 

buying a house for residence, a person investing in the 

housing market is interested in the potential gain. This 

paper presents machine learning algorithms to develop 

intelligent regressions models for House price 

prediction. The main focus of the project by (Kadu and 

Bamnote 2021) is to forecast house prices using real 

factors intended to base our assessment on each of the 

basic criteria i.e. which is taken into account when 

setting prices. The goal of this project is to learn 

Python and gain experience in Data Analytics, 

Machine Learning, and AI. The aim of the study by 

(Andrle and Plašil 2019) Using the borrowingcapacity 

and net-present-value techniques, it evaluates housing 

prices in 11 Canadian Census Metropolitan Areas 

(CMAs). The purpose of the paper by (Priya and 

Gayathri Priya 2021) is to assist the seller in accurately 

estimating the selling price of a house. Physical 

circumstances, and location, among other things, were 

all taken into account while determining the cost. This 

paper by (C. Zhou 2021) House price prediction can be 

done by using multiple prediction models (Machine 

Learning Model) such as support vector regression, 

artificial neural network, and more. 

Modeling uses machine learning algorithms, where 

machine learns from the data and uses them to predict 

a new data. The most frequently used model for 

predictive analysis is regression. As we know, the 

proposed model for accurately predicting future 

outcomes has applications in economics, business, 

banking sector, healthcare industry, e-commerce, 

entertainment, sports etc. One such method used to 

forecast house prices are based on multiple factors. In 

metropolitan cities like Bengaluru, the prospective 

home buyer considers several factors such as location, 

size of the land, proximity to parks, schools, hospitals, 

power generation facilities, and most importantly the 

house price. Multiple linear regression is one of the 

statistical techniques for assessing the relationship 

between the (dependent) target variable and several 

independent variables. Regression techniques are 

widely used to build a model based on several factors 

to predict price. In this study, we have made an 

attempt to build house price prediction regression 

model for data set that remains accessible to the public 

in Machine hackathon platform. We have considered 

five prediction models, they are ordinary least squares 

model, Lasso and Ridge regression models, SVR model, 

and XGBoost regression model. A comparative study 
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was carried out with evaluation metrics as well. Once 

we get a good fit, we can use the model to forecast 

monetary value of that particular housing property in 

Bengaluru.  

In metropolitan cities like Bengaluru, the prospective 

home buyer considers several factors such as location, 

size of the land, proximity to parks, schools, hospitals, 

power generation facilities, and most importantly the 

house price. Multiple linear regression is one of the 

statistical techniques for assessing the relationship 

between the (dependent) target variable and several 

independent variables. Regression techniques are 

widely used to build a model based on several factors 

to predict price. Hence it will be useful for buyer to 

predict the price of the house so buyer can search the 

houses according to his budget. 

Predictive models for determining the sale price of 

houses in cities like Bengaluru is still remaining as 

more challenging and tricky task. The sale price of 

properties in cities like Bengaluru depends on a 

number of interdependent factors. Key factors that 

might affect the price include area of the property, 

location of the property and its amenities. The data set 

has nine features. In this study, an attempt has been 

made to construct a predictive model for evaluating the 

price based on the factors that affect the price. 

 

II.RELATED WORK 

 

House Price Index (HPI) is commonly used to estimate 

the changes in housing price. Since housing price is 

strongly correlated to other factors such as location, 

area, population, it requires other information apart 

from HPI to predict individual housing price. There 

has been a considerably large number of papers 

adopting traditional machine learning approaches to 

predict housing prices accurately, but they rarely 

concern about the performance of individual models 

and neglect the less popular yet complex models. As a 

result, to explore various impacts of features on 

prediction methods, this paper will apply both 

traditional and advanced machine learning approaches 

to investigate the difference among several advanced 

models. This paper will also comprehensively validate 

multiple techniques in model implementation on 

regression and provide an optimistic result for housing 

price prediction. 

The real estate market is one of the fields where 

machine learning can be applied to optimize and 

predict the price with high accuracy. Determining 

housing price is vital model for decision making for 

customers in which number of parameters can be 

considered to predict price of desired house. The 

participants that are involved in the process are not 

aware of the various analytical techniques available to 

guess the property price considering various features 

relating to surroundings, environment and other 

amenities etc. The design will help users to invest in a 

property without approaching an agent. It also 

decreases the risk involved in the transaction. Use of 

lasso regression is done as model because of its 

convertible and probability methodology on model 

selection. The result displays that the approach of the 

issue needs to be successful, and has the ability to 

operate predictions that would be comparative with 

other house price prediction models. 

In this machine learning paper, we analyzed the real 

estate property prices in Montreal. The information on 

the real ´ estate listings was extracted from Centris.ca 

and duProprio.com. We predicted both asking and sold 

prices of real estate properties based on features such 

as geographical location, living area, and number of 

rooms, etc. Additional geographical features such as 

the nearest police station and fire station were 

extracted from the Montreal Open Data Portal. We 

used and compared ́  regression methods such as linear 

regression, Support Vector Regression (SVR), k-

Nearest Neighbours (kNN), and Regression 

Tree/Random Forest Regression. We predicted the 

asking price with an error of 0.0985 using an ensemble 

of kNN and Random Forest algorithms. In addition, 

where applicable, the final price sold was also 

predicted with an error of 0.023 using the Random 

Forest Regression. We will present the details of the 
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prediction questions, the analysis of the real estate 

listings, and the testing and validation results for the 

different algorithms in this paper. In addition, we will 

also discuss the significances of our approach and 

methodology. 

 

III.PROPOSED SYSTEM 

 

We are going  to construct a predictive model for 

evaluating the price based on the factors that affect the 

price. Modeling explorations apply some regression 

techniques such as multiple linear regression (Least 

Squares), Lasso and Ridge regression models, support 

vector regression, and boosting algorithms such as 

Extreme Gradient Boost Regression (XG Boost). Such 

models are used to build a predictive model, and to pick 

the best performing model by performing a 

comparative analysis on the predictive errors obtained 

between these models. Here, the attempt is to 

construct a predictive model for evaluating the price 

based on factors that affects the price. 

Advantages: 

• Proposed system is totally focused on predicting 

house in Bangalore city.    

• Multiple machine learning algorithms is used for 

predicting the house prices in different locations. 

 

3.1 MODULES   DESCRIPTION 

Supervised Classification (Training Dataset): 

The data has been divided into two parts i.e., training 

and testing data in the 70:30 ratios. Learning 

algorithms have been applied on the training data and 

based on the learning, predictions are made on the test 

data set. 

 

 

 

Supervised Classification (Test Dataset): 

The test dataset is 30% of the total data. Supervised 

learning algorithms have been applied on the test data 

and the output obtained is compared with the actual 

output. 

Pandas: Pandas is an open source, BSD-licensed library 

providing high-performance, easy-to-use data 

structures and data analysis tools for the Python 

programming language. 

Numpy: NumPy is a general-purpose array-processing 

package. It provides a high-performance 

multidimensional array object, and tools for working 

with these arrays. It is the fundamental package for 

scientific computing with Python.  

MatPlotLib: matplotlib.Pyplot is a plotting library used 

for 2D graphics in python programming language. It 

can be used in python scripts, shell, web application 

servers and other graphical user interface toolkits 

Scikit-learn: Scikit-learn is a free machine learning 

library for Python. It features various algorithms like 

support vector machine, random forests, and k-

neighbors, and it also supports Python numerical and 

scientific libraries like NumPy and SciPy. 

 
Fig 1: Block Diagram of the proposed system 
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III. RESULTS AND DISCUSSION 

 

 

Fig 2. Results Screenshot 

 

Fig 3. Results Screenshot 
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Fig 4. Results Screenshot 

 

Fig 5. Results Screenshot 
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Fig 6. Results Screenshot 

 

Fig 7. Results Screenshot 

V. CONCLUSION 

 

An optimal model does not necessarily represent a 

robust model. A model that frequently use a learning 

algorithm that is not suitable for the given data 

structure. Sometimes the data itself might be too noisy 

or it could contain too few samples to enable a model 

to accurately capture the target variable which implies 

that the model remains fit. When we observe the 

evaluation metrics obtained for advanced regression 

models, we can say both behave in a similar manner. 

We can choose either one for house price prediction 
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compared to basic model. With the help of box plots, 

we can check for outliers. If present, we can remove 

outliers and check the model’s performance for 

improvement. 

 

VI. FUTURE WORK 

 

It is necessary to check before deciding whether the 

built model should or should not be used in a real-

world setting .The data has been collected in 2016 and 

Bengaluru is growing in size and population rapidly. So, 

it is very much essential to look into the relevancy of 

data today. The characteristics present in the data set 

are not sufficient to describe house prices in Bengaluru. 

The dataset considered is quite limited and there are a 

lot of features, like the presence of pool or not, parking 

lot and others, that remain very relevant when 

considering a house price. The property has to be 

categorized either as a flat or villa or independent 

house. Data collected from a big urban city like 

Bengaluru would not be applicable in a rural city, as 

for equal value of feature prices, which will be 

comparatively higher in the urban area. We can build 

models through advanced techniques namely random 

forests, neural networks, and particle swarm 

optimization to improve the accuracy of predictions. 
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