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 Background: Internet-Delivered Psychological Treatment (IDPT) systems 

have the potential to provide evidence-based mental health treatments for 

a far-reaching population at a lower cost. However, most of the current 

IDPT systems follow a tunnel based treatment process and do not adapt to 

the needs of different patients’. In this paper, we explore the possibility of 

applying Natural Language Processing (NLP) for personalizing mental 

health interventions. Objective: The primary objective of this study is to 

present an adaptive strategy based on NLP techniques that analyses 

patient-authored text data and extract depression symptoms based on a 

clinically established assessment questionnaire, PHQ-9. Method: We 

propose a novel word-embedding (Depression2Vec) to extract depression 

symptoms from patient authored text data and compare it with three state-

of-the-art NLP techniques. We also present an adaptive IDPT system that 

personalizes treatments for mental health patients based on the proposed 

depression symptoms detection technique. Result: Our results indicate 

that the performance of proposed embedding Depression2Vec is 

comparable to WordNet, but in some cases, the former outperforms the 

latter with respect to extracting depression symptoms from the patient-

authored text. Conclusion: Although extraction of symptoms from text is 

challenging, our proposed method can effectively extract depression 

symptoms from text data, which can be used to deliver the personalized 

intervention. 
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I. INTRODUCTION 

 

Internet-Delivered Psychological Treatments (IDPT) 

has the potential to offer evidence-based mental health 

treatments for a larger population using fewer 

resources. However, despite extensive evidence that 

Internet Interventions can be an effective means in the 

treatment of mental health morbidities, many current 

IDPT systems are tunnel-based, inflexible, and non 

interoperable. Lack of adaptability results in more 

dropouts and lower user adherence. Hence, it is 

relevant to focus on the factors associated with 

enhancing user adaptation towards such interventions. 

One way to enhance user adaptation is to make IDPT 

systems adaptive such that they change behavior 

according to several factors (user preferences, user 

needs, user health symptoms, user contexts, etc.). In 

this study, we aim to build an adaptive IDPT system by 

extracting depression symptoms from patient-

authored text using Natural Language Processing (NLP) 

techniques. 

Our hypothesis is based on the assumption that 

patients’ depression symptoms are reflected in their 

writing when they communicate about their feelings. 

Based on this hypothesis, we consider that extracting 

depression-related symptoms from the patient-

authored text should allow us to provide tailored 

intervention. The proposed method to extract 

symptoms from the patient-authored text should help 

people be aware of the significance of their depression 

and realize if they should seek medical help. 

II.RELATED WORK 

Funk et al.  present a conceptual framework to apply 

NLP in digital health intervention to support 

automated analysis of texts authored by patients as well 

as messages exchanged between therapists and the 

patients. The study reports applying the framework to 

predict binge eating disorder and obtaining a result in 

an area under a curve between 0.57 and 0.72. However, 

the framework does not show how can we achieve 

adaptation in an IDPT environment. The feature 

engineering process used in the study considers the 

inclusion of several features, including metadata, word 

usage, topic models, word embedding, parts of speech, 

sentiment analysis, and others. In contrast, we use 

several word-embedding techniques and propose our 

word-embedding Depression2Vec. Yazdavar et al. 

present a method to detect depressive symptoms, based 

on the PHQ-9 questionnaire, from Twitter. The study 

uses a semi-supervised statistical model to evaluate 

how the duration of these symptoms and their 

expression on Twitter (in terms of word usage patterns 

and topic preferences) align with the medical findings 

reported via the PHQ-9 questionnaire. The work uses 

two different methods, Latent Dirichlet Allocation 

(LDA)  and a proposed semi-supervised topic modeling 

over time (ssToT). Several studies have highlighted 

that the topics learned by LDA are not concrete 

enough to capture depressive symptom. To empower 

LDA shortcomings, the authors add supervision to the 

LDA method by using the terms that are strongly 

related to the PHQ-9 symptoms as the seeds to the 

topic clusters and guide the model to aggregate 

semantically-related terms into the same cluster. 

Similar to this technique, we use a seed term 

generation method. The main difference between our 

seeding model and theirs is that we do not use any 

dictionary to retrieve synonyms. Instead, we use 

WordNet to extract not just synonyms but also 

hypernyms, hyponyms, antonyms. Besides, we apply a 

different threshold for selecting the words for different 

methods. Karmen et al. (2015) used a NLP method to 

detect symptoms of depression from forum texts. 

While this work focused on keyword density to extract 

depressive symptoms, we concentrate on finding a 

more effective approach to obtain depression symptom 

score from patient-authored text. 

III.PROPOSED SYSTEM 

We propose a novel word-embedding 

(Depression2Vec) to extract depression symptoms 

from patient authored text data and compare it with 

three state-of-the-art NLP techniques. We also present 

an adaptive IDPT system that personalizes treatments 

for mental health patients based on the proposed 
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depression symptoms detection technique. We are 

getting personalized treatments for mental health 

patients. 

3.1 MODULES   DESCRIPTION 

NLTK: NLTK is a leading platform for building Python 

programs to work with human language data. It 

provides easy-to-use interfaces to over 50 corpora and 

lexical resources such as WordNet, along with a suite 

of text processing libraries for classification, 

tokenization, stemming, tagging, parsing, and semantic 

reasoning, wrappers for industrial-strength NLP 

libraries. 

Lemmatization: Lemmatization is the process of 

grouping together the different inflected forms of a 

word so they can be analyzed as a single item. 

Lemmatization is similar to stemming but it brings 

context to the words. So it links words with similar 

meaning to one word. 

 

Tokenization: Tokenization is the process of 

tokenizing or splitting a string, text into a list of tokens. 

One can think of token as parts like a word is a token 

in a sentence, and a sentence is a token in a paragraph. 

 

 

 
Fig 1: Flow chart for the proposed system 

IV. RESULTS AND DISCUSSION 

 

Fig 2. Results Screenshot 
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Fig 3. Results Screenshot 

 

Fig 4. Results Screenshot 
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Fig 5. Results Screenshot 

 

Fig 6. Results Screenshot 

 

Fig 7. Results Screenshot 
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Fig 8. Results Screenshot 

 

 

Fig 9. Results Screenshot 
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V. CONCLUSION 

We pursued an NLP approach to perform adaptation in 

IDPT systems for two main reasons: a) IDPT deals with 

a significant amount of texts in the form of 

computerized exercises for psycho-education, b) NLP 

method can provide an elegant way to adapt the 

intervention on the one hand 

and provide personalized feedback on the exercises. 

Several studies have reported that lack of personalized 

feedback on their interventions was one of the leading 

causes of high dropouts. Hence, in this paper, we 

present an NLP based adaptive strategies to adapt 

intervention based on the symptoms exhibited by the 

text data. To extract symptoms from  text data, we 

evaluate three different state-of-the-art NLP 

techniques and proposea novel technique. The results 

show that both Word2vec and the proposed 

embedding Depression2Vec captures depressive 

symptoms better than other methods. However, there 

are several challenges, as presented by the study 

associated with the detection of symptoms from text 

data. Outlining all complexities and challenges is 

beyond this paper’s scope and is kept as one of the 

immediate future work. 

 

VI.FUTURE WORK 

 

In this study, we incorporated text crawled from 

several forums/websites related to mental health 

intervention. While prescreening of the documents 

was done manually by the authors, it was not validated 

with the domain experts. Hence, one of the immediate 

future work is to verify the initial corpus with domain 

experts such as psychiatrists and linguistics. Another 

improvement in the embedding would be to 

incorporate Internet slang, correct spellings, and 

abbreviations before creating embedding. We did not 

attempt to validate and study the effects of complex 

negation within our initial study’s time limits. Hence, 

one of the enhancements of this study is to verify and 

detect the presence of negation. We expect to improve 

the performance of the proposed embedding by 

identifying conditional sentences, uncertain sentences, 

and NLP dependency in the next phase of our study. 
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