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transaction for the same user based on their balance we 

can easily find out reconcile statement among that id. 

 

a) Greedy Hierarchical Item Set-Based Clustering 

(GHIC) Algorithm 

The best clustering algorithm is used for the process of 

grouping the transactions which will be easy for the 

process of reconciling the required data [4]. After 

obtaining the FIS, set of frequent access item sets we are 

creating a variable C0 which contain all the transactions. 

These two variables C0 and FIS are obtained as inputs 

and finally the output is obtained on the variable C 

which symbolically represents the cluster [5], [6], and 

[7]. 

 

Algorithm: 

 

 
 

Then the required specific transaction is stored on the 

variable X then the specified function is carried on and 

as the final output the clustered data are obtained. Which 

is used for the further process? Figure 1 explains the 

algorithm that is carried on GHIC.  

 

b) Elucidation of System Architecture 

As the critical reconciliation process between the two 

organizational accounts are explained clearly with the 

help of the Figure 2. In this diagram the input from the 

organization is obtained and then then are taken for the 

reconciliation process and here the data are extracted 

using the GHIC algorithm and they are separated based 

on their transaction system such as NEFT or RTGS. 

After considering the required transaction scheme the 

pattern visualization is carried on. In the pattern 

visualization process they will display the kind of 

transaction which is considered for the process.  

 
Figure 2: System Architecture 

 

In further process they will check the type on transaction 

such as Inward (amount obtained from other 

organization) or Outward (amount withdrawn by other 

organization) which are carried out and also they will 

compare the status of the two files using the primary key 

[8],[9]. If the amount present in the two organizational 

accounts are same then they will not display the 

transaction id else if there is a difference between the 

amount deposited and the amount withdrawn then they 

will highlight the transaction id indicating that the 

transaction have not completed properly[10]. Thus the 

status of the transaction is highlighted as the final result. 

 
 

III. RESULTS AND DISCUSSION 

 
In the final display screen the result will be displayed. In 

the result the transaction which doesn’t have the proper 

reconciliation will be highlighted indicating that there is 

an occurrence of improper transaction [11]. From this 

we can easy find the odd transactions from the huge 

number of available transactions of the particular 

organization. The major advantage is that they can easily 

collect the transactions information by the clustering 

order and thus they can be grouped easily under the 

required criteria. As the future enhancement of the 

subject we can have a reconciliation checking for time to 

time and thus we can reduce the waiting time of the 

result and increase the accuracy of the project. 

 

 

 

 

   Outward 
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IV. CONCLUSION 

 
As discussed in this paper, the existence of the multiple 

transactions reconciliation result can be obtained quickly 

and accurately. We suggest that the Hierarchical 

Clustering technique will be suitable for the process of 

grouping the transaction according to the requirements. 

In this paper, we presented a new approach, GHIC 

(Greedy Hierarchical Item Set-Based Clustering) for 

pattern-based clustering of organizational transactions 

and demonstrated that the technique performs effectively, 

compared to some traditional techniques. Further 

enhancement can also create great advantages to this 

current process. 
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