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ABSTRACT 
 

This Vast spread of computing technologies has led to abundance of large data sets. Thus, there is a need to find 

similarities and define groupings among the elements of these big data sets. One of the ways to find these 

similarities is data clustering. Currently, there exist several data clustering algorithms which differ by their 

application area and efficiency. Increase in computational power and algorithmic improvements have reduced the 

time for clustering of big data sets. But it usually happens that big data sets can’t be processed whole due to 

hardware and computational restrictions. Clustering techniques, like K-Means are useful in analyzing data in a 

parallel fashion. K-Means largely depends upon a proper initialization to produce optimal results. 
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I. INTRODUCTION 

 

There has been a tremendous growth in the volume of 

data in the recent times. Data, whether it be structured or 

unstructured contribute to this enormous collection. To 

draw meaningful insights from this mountain of data we 

need algorithms which can perform analysis on this data. 

Clustering is the process of grouping data into groups 

called clusters, so that the objects in the same cluster are 

more similar to each other and more different from the 

objects in the other group [1]. It is one of these various 

important analysis techniques that is employed to large 

datasets and finds its application in the fields like search 

engines, recommendation systems, data mining, 

knowledge discovery, bioinformatics and documentation 

to name a few. 

 

Nowadays, the data being generated is not only huge in 

volume, but is also stored across various machines all 

around the world. We need to process this data in 

parallel to reduce the cost of processing. K-Means is one 

of the most famous algorithms in the field of data 

mining [6]. Its scalability to large datasets and simplicity 

can be considered as one of the major reasons for its 

popularity. It is simple in data analysis and provides 

good performance. But it has a great dependence on the 

initial cluster center. The selection of initial cluster 

centers determines the quality of clustering. Therefore, it 

is an important step to select a reasonable set of initial 

cluster centers in K-means algorithm.   

 

II. THE TRADITIONAL K - MEAN 

ALGORITHM [6] 

 

K-means algorithm is a clustering algorithm based on 

partition, proposed by McQUeen in 1976. The aim of 

Kmeans algorithm is to divide M points in N dimensions 

into K clusters so that the precision rate and the recall 

rate are maximum. It is not practical to require that the 

solution has maximum against all partitions, except 

when M, N are small and K=2. The algorithm seeks 

instead of “local” optima solution, such that no 

movement of an object from one cluster to another will 

reduce the within-cluster sum of squares. 

 

The basic principle of the traditional K-means algorithm 

is: firstly, each data object in the data set is regarded as a 

single cluster, randomly select K data objects as the 

initial clustering centers; secondly, successively 

calculate the distance of the rest data objects to each of 

the K cluster center, each data object will be categorized 

into the nearest cluster, and then recalculate the centroid 
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of each cluster; repeat iteratively until the cluster 

partition is no longer changed. The process of K-means 

algorithm is as follows: 

 

Input: data set contained n data objects, k(the number of 

clusters) ; 

Output: k clusters; 

Step1: Randomly select K data objects as the initial 

cluster centers; 

Step2: Calculate the distances from the remaining data 

objects to initial cluster centers, assigned the 

remaining n-k data objects to the nearest cluster; 

Step3: Recalculate the cluster centers of each cluster; 

Step4: repeat step2 and step3 until convergence; 

 

K-means algorithm is a simple and efficient clustering 

algorithm [6]. Its time complexity is close to O(n*k). 

When the differences between categories are small or 

the scale of data set is large, K-means algorithm will 

perform more efficient, and get better clustering results. 

It has two major drawbacks- (1) A priori fixation of the 

number of clusters (2) Random selection of initial 

centers. So there are different methods to improve the 

algorithm while maintaining its simplicity and efficiency. 

 

III. TYPE OF METHODS 

 

A. K-mean+:a developed clustering algorithm for big 

data [2] 

In this paper, it proposed a new approach for fast 

clustering. It divides first instances into blocks applying 

block operation. 

Block operation: let dataset D has M attributes and N 

instances for each attribute; range is divided by ƒ equal 

width. The feature space of D is separated to blocks of a 

size. N instances are assigned to these blocks and 

processed as one instance but weighted by number of 

instances in single block. 

Distance calculation: location of block is decided by the 

center of a block and then Manhattan Distance as 

function of distance measure instead of Euclidean 

distance, causes much floating point arithmetic.  

Iteration: Cluster center and cluster labels of block 

update is iterated. When cluster center do not change, 

iteration stops. The result is rounded to integer to reduce 

complexity as cluster centers are weighted average of 

blocks. 

 

 

Figure 1.  Time complexity [2] 

B. Batch Clustering Algorithm for Big Data Sets 
[4]

 

In this paper, it is proposed to cluster a given large data 

set in batches by using k-means algorithm. That is take 

some portions of data elements from the given data set 

and process it. Then take next portion and process it and 

so on until all the elements of data set are processed. 

After that the whole given data set is also clustered by k-

means algorithm for efficiency and quality comparison. 

Later qualitative indicators for both of these approaches 

are measured. For qualitative indicators the below are 

considered: 

 Time T required for calculation of centroids and 

assigning data elements to centroids (clusters); 

 The value of the objective function J (squared 

error function): 
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 is a given distance (Euclidean) 

measure between a data element   
   

 and the cluster 

center    , i.e. j is an indicator of the Euclidean distance 

of the n data elements from their corresponding cluster 

centers. 

Assuming that we have a data set consisting of n data 

elements, m is a number of elements in a small subset of 

data set, k is a number of centroids, the proposed batch 

clustering algorithm can be defined as follows: 

 

1. We take m number of data elements from the given 

data set of n elements ( m < n ); 

2. m number of data elements are processed in RAM of 

computer by the k-means algorithm to find k number of 

centroids ( k < m ); 

3. Then take the k centroids along with m − k number of 

data elements from the remaining data set; 
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4. Repeat steps 2 – 3 until all the elements of the initial 

data set are processed; 

5. Assign all elements to the k centroids calculated in the 

last step 4. 

 

The result of calculations is below: 

 

Classic k-means 

• Time spent calculating centroids: T = 225 sec 

• Time spent calculating objective function: T = 979 sec  

• Objective function: J = 33997  

 

Batch clustering 

• Number of elements in each portion: m =100,000 

elements. 

• Time spent calculating centroids: T = 223 sec 

• Time spent calculating objective function: T = 932 sec 

• Objective function: J = 33996 

 

As seen from the above calculation results, batch 

clustering algorithm produces better results over classic 

k-means algorithm. Besides, we have a big gain in using 

computational power with restricted resources. 

 

C. New Approach for Clustering of Big data: DisK-

means
[1]

 

The proposed new algorithm called DisK-Means. The 

traditional K-Means algorithm produces varying results 

over several runs on large datasets. It is also very time 

consuming. Our algorithm reduces the time of execution 

along with improving the quality of clusters. 

 Our algorithm divides the complete dataset into m parts, 

where each part must have more than minimum the 

sample size to be representative of Y. It is not necessary 

that it should be equal to the computational cores 

available as in CK-Means. In step 2, for each part 

obtained from step 1, a distance matrix [15] is made 

which contains the shortest distance from each point to 

every other point in the set. D(i,j) represents the shortest 

distance from point i to j and M(i,j) represents the matrix 

that has i rows and j columns. Now for each subset, 

choose the point that has the minimum sum of distances. 

In step 5, K-Means++ is performed on each subset 

obtained in the initial stage. Here, the initial points for 

each subset are not chosen randomly but from each 

subset in the previous step. Next, fitness measure of 

each cluster is calculated and stored in the array Ti. We 

use WSSQ method as it is easy to calculate and does not 

add further complexity. The cluster that has the 

minimum value of WSSQ is the best fit and its centers 

are put in the set C which contains the initial centers for 

the next step. The re-clustering is further performed 

using K-Means to finally obtain k centers. 

 

 Algorithm 3 DisK-Means 
[1] 

 

1. Partition y into y1, y2,..., ym ; 

2. For each i ∈{1,2,.....m} do  

3. Calculate the distance D(i,j), from each point to every 

other point and form the distance matrix M(i,j).  

4. Find the node with minimum sum of distances and put 

it into ICi;  

5. Run K-Means++ on yi using ICi as the initial node to 

get k centroids Ci' and clusters (clyi);  

6. Ti f(clyi);  

7. C=Ci' where iBest-fit;  

8. Re-clustering using K-Means with C as set of initial 

centers.  

TABLE 1. COMPARISION BASED ON RUNNING TIME [1] 

S.no. 
Running Time (in sec)  

Values of k K-Means  Disk-Means 

1 50 300 220 

2 50 340 223 

3 100 200 127 

4 100 213 130 

 

 
 

 

Figure 2.  Execution time for K-Means and DisK-Means [1] 

 

 

It can be observed that in both cases, when k=50 and 

k=100, our new DisK-Means takes less time to execute 

with less deviation when compared to K-Means. A 

major drop is observed when the value of k is changed 



International Journal of Scientific Research in Science, Engineering and Technology (ijsrset.com) 
 

242 

dramatically from 50 to 100. It is expected that as the 

number of clusters increase, the time for execution 

would decrease. 

 

D. A hybrid clustering algorithm : the FastDBSCAN 

[7] 

 

Proposed FastDBSCAN including two steps: 

 

(1) To Partition the data set by K-means and then use 

Min-Max method to sample data. The main principle of 

min-Max is: first a starting point y1 is randomly chosen 

from the dataset D. Then all the other points in Y are 

chosen among the points of dataset X that maximize 

their minimal distance from the point already in Y. Thus 

when t points already belong to y, the process that 

selects the point yt+1 from X can be formalized as shown 

in equation below: 

 

where d( . ) denotes the distance defined in the space of 

the objects. In each iteration methods selects the point 

that exhibits the largest label uncertainty according to 

the previous answers of the user.   

 

Algorithm 1: Min-Max method;  

Input: data set D, the number of samples k; 

Output: set of points selected by Min-Max Y. 

1. Take any reference point r; 

2. Insert r in Y 

3. Temp = 1; 

4. while |temp|≤ k+1 

5. Find the point x that maximize their minimal distance 

from the points already in Y 

6. Insert x in Y 

7. temp = temp +1 

8. endwhile 

9. remove r from Y 

10.return Y 

 

(2) Clustering sampled data by FastDBSCAN. K-means 

in first step guarantee that the data chosen for step 2 will 

cover the whole data set. Then it extracts t percent of 

points by Min-Max method. This new set is used by 

DBSCAN.  

 

Algorithm 2: FastDBSCAN  

Input: A data set D, the number of clusters for K-

Means k, the proportion of data t; 

Output: Clusters and noises. 

1. Initialize k centers 

2. Partition data by K-Means, 

3. Take a proportion t of points (Min-max algorithm) 

from clusters to form a new data set E; build a 

correspondence list to associate each selected point 

with its cluster. 

4. Perform DBSCAN clustering on the set E, 

5. Recover the clusters detected by DBSCAN to form 

final clusters.  

 

Comparison of FastDBSCAN and DBSCAN is with 

two aspects: clustering accuracy and time calculation. 

The accuracy of the algorithm is better as k-means is 

used for clustering in the step one. The time calculation 

of FastDBSCAN is less compared to DBSCAN.   

    

E. An Improved K-means text clustering algorithm 

By Optimizing initial cluster centres[5] 

 

The basic idea of the improved K-means algorithm is: at 

first, calculate the density parameter of all data objects 

in the data set, and determine data objects which are 

isolated points. 

 

If a data object is isolated, it will be removed from the 

data collection. After deleting the isolated points, we 

will get a data set with high density parameter. Then, 

select a data object with the highest density parameter in 

the set as the first initial cluster centre; Next, select a 

data object from the rest of high-density data collection 

as the second initial cluster centre, which is the furthest 

from the first initial cluster centre; And so on, until find 

k initial cluster centres. Based on this k initial cluster 

centres, use the traditional K-means algorithm to do 

clustering. 

 

The process of the algorithm is described as follows: 

Input: text set D = {d1, d2, ⋯ , dn} containing n data 

objects, and k (the number of clusters); 

Output: k clusters; 

Step1: Calculate distances between any two data objects 

in data set D and the average distance, using formula 

(1) and (2) respectively; 

Step2: Calculate density parameters of all data objects in 

the data set D and the average density parameter of 

the set D, using formula (3) and (4); 
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Step3: According to the formula (5), determine isolated 

data objects, and delete them from the set D, thus 

obtain a collection A with high density parameter; 

Step4: Select a data object with the highest density 

parameter from collection A as the first initial 

clustering center, and add it to the collection B, and 

remove it from collection A; 

Step5: From collection A, select a data object which is 

furthest from collection B as the next initial cluster 

center, and add it to collection B, and remove it from 

collection A; 

Step6: Repeat Step5, until the number of data objects in 

collection B is k; 

Step7: Based on the k cluster center, use the traditional 

Kmeans to do clustering; 

 

This algorithm is divided into two stages, one is to 

determine the initial cluster centers, and the other is to 

use the traditional K-means to do clustering based on the 

initial cluster centers. To determine the initial cluster 

centers needs to calculate the distances between all data 

pairs, and its time complexity is O(n2). Because of the 

extra computation, this algorithm’s time complexity is 

higher than that of the original algorithm, but it can get a 

better clustering result. 

 

TABLE 2. Precision Evaluation 
[5] 

Clustering 
algorithm 

Evaluati

on index 
Art 

Econo

my 

Environ

ment 

Politic

al 

Sport

s 

K-

MEANS 

P (%) 80.33 78.84 79.53 80.95 78.62 

R (%) 81.14 82.45 78.97 81.83 79.69 

Improved 
k-mean 

P (%) 81.74 80.42 81.21 82.71 81.58 

R (%) 82.23 83.59 82.36 83.75 82.64 

 

IV. ANALYSIS 

 

In this paper, a study of different types of algorithms of 

k-means modified been represented each have improved 

the one or the other shortcomings of the k-means 

algorithm and hence provided a better and efficient 

algorithm to learn a large data set. A verity of methods 

are been introduced want to tackle a large amount of 

dataset and provide a fast clustering while keeping the 

spark of k-mean simplicity and efficiency. 

 

V. CONCLUSION 

 

The problem of k-mean clustering algorithm has a lot 

of shortcomings: (1)It requires the user to specify the 

number of clusters in advance. However, in the 

beginning, the user does not know how many clusters 

should be divided into. (2) It has a great dependence on 

the initial cluster center, and it is easy to produce the 

local optimal solution. Since K-means’ clustering 

criterion function is a non-convex squared error 

evaluation function, which leads to there is only one 

global minimum, but there are a number of local 

minimum. The randomly selected initial clustering 

centers tend to fall into the non-convexity, causing the 

algorithm deviates from the searching range of global 

optimal solution. So, when the initial clustering centers 

are selected improperly, the clustering results will be 

unstable and inaccurate. (3)It is sensitive to isolated 

points and noise data. K-means algorithm takes average 

point as cluster’s center, and adds it to the next round of 

the algorithm, resulting in the cluster’s center may be 

away from the dense regions of data set, and the 

cluster’s center may be a noise point or an isolated point. 

Therefore, if the data set contains a lot of isolated points 

or noise data, to a great extent, the clustering results will 

Figure 3.  Execution time for K-Means and DisK-Means [5] 

 

be controlled by noise or isolated data, leading to the 

inaccurate or even wrong clustering results. 

 

Different aspects of k-mean algorithm are deal with and 

different approaches are introduced working on different 

issues of k-means clustering algorithm. One has reduced 

time to response, other to reduce the complexity of 

algorithm using k-mean. One of papers is dealing with a 

large amount of data dividing the work into batches. All 
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these methods enhanced traditional k-mean algorithm to 

an efficient algorithm.    
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