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ABSTRACT 

 

Because of the ascent and quick development of E-Commerce, utilization of credit cards for online buys has 

significantly expanded and it caused a blast in the charge card fraud. As credit card turns into the most 

prevalent method of installment for both online and general buy, instances of fraud related with it are 

additionally rising. Data mining system is one remarkable techniques utilized as a part of taking care of credit 

fraud detection problem issue. Credit card fraud detection is the way toward recognizing those exchanges that 

are deceitful into two classes of legitimate (certified) and fake exchanges. In actuality, fraudulent transactions 

are scattered with genuine exchanges and straightforward example coordinating procedures are not frequently 

adequate to recognize those fakes precisely. Usage of proficient extortion location frameworks has hence turned 

out to be basic for all credit card issuing banks to limit their misfortunes. The most ordinarily utilized 

misrepresentation recognition strategies are SVM calculations and Naïve Bayes. These systems can be utilized 

alone or in collaboration using ensemble or machine learning strategies to construct classifiers or Clustering 

method. This paper shows a review of different procedures utilized as a part of credit card fraud detection and 

assesses every approach in light of certain outline criteria. In this paper, clustering approach is introduced for 

classify the samples into several categories in credit card fraud detection. Information is produced arbitrarily for 

credit card and after that K- means clustering calculation is utilized for recognizing the transaction whether it 

is misrepresentation or real. Clusters are framed to recognize transaction exchange which are low, high, 

dangerous and high unsafe. After applying Clustering introduced naïve bayes and SVM on highly skewed credit 

card fraud data. The two techniques are applied on the raw and preprocessed data. The work is implemented in 

C#. The performance of the techniques is evaluated based on accuracy, sensitivity, specificity, precision, 

Matthews’s correlation coefficient and balanced classification rate. The results shows of optimal accuracy for 

naïve bayes, SVM classifiers are 64.66%, 91.31% respectively. The comparative results show that SVM performs 

better than naïve bayes techniques. 

Keywords : Credit Card, Fraud Detection, Data Generation, Anomalies, Machine Learning, K-Means Clustering 

Algorithm 

I. INTRODUCTION 

 

A. General Study 

As credit card transactions become the foremost 

prevailing mode of payment for both on-line and 

offline transaction, credit card fraud rate additionally 

accelerates. Credit card fraud will come in either 

inner card fraud or external card fraud. Inner card 

fraud happens as a result of consent between 

cardholders and bank by using false identity to 
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commit fraud whereas the external card fraud 

involves the use of stolen credit card to urge money 

through dubious means that. A lot of researches are 

dedicated to detection of external card fraud that 

accounts for majority of credit card frauds. Detection 

fraudulent transactions using traditional ways of 

manual detection is time overwhelming and 

inefficient, so the advent of huge information has 

created manual ways additional impractical. Data 

mining technique is one notable ways employed in 

finding credit fraud detection problem. Clustering has 

the appliance within the field of engineering and 

scientific disciplines like psychology, biology, 

medicine, pc vision, communication and remote 

sensing. a collection of pattern is determined by 

abstracting underlying structure in clustering. The 

patterns are clustered on the idea of additional similar 

options than alternative pattern of cluster. Different 

clustering algorithms are projected to fulfil totally 

different needs. Clustering algorithms are supported 

the structure of abstraction and are classified into 

hierarchic and partitioned algorithms. Hierarchic 

clustering algorithms construct a hierarchy of 

partitions that are depicted as a dendrogram during 

which every partition is nested within the partition at 

subsequent level within the hierarchy. Partitioned 

clustering algorithms, with a given or estimated range 

of non-overlapping clusters construct one partition of 

the information in an attempt to recover natural 

groups that are given within the data 

 

II. LITERATURE SURVEY 

 

Fraud detection involves watching the behavior of 

users so as to estimate, detect, or avoid undesirable 

behavior. To counter the credit card fraud effectively, 

it's necessary to know the technologies concerned in 

detecting credit card frauds and to spot various kinds 

of credit card frauds [1]. There are multiple algorithms 

for credit card fraud detection [2].  Artificial neural-

network models that are primarily based} upon 

artificial intelligence and machine learning approach 

Meta learning Agents and Fuzzy based systems [3]. 

The opposite technologies concerned in credit card 

fraud detection are internet Services-Based 

cooperative scheme for credit card Fraud Detection 

within which participant banks will share the data 

regarding fraud patterns during a heterogeneous and 

distributed environment to reinforce their fraud 

detection capability and reduce loss [4]. 

 

A. Fusion approach by Dempster–Shafer theory and 

Bayesian learning  

FDS of Dempster–Shafer theory and Bayesian 

learning Dempster–Shafer theory and Bayesian 

learning could be a hybrid approach for credit card 

fraud detection [5] which mixes evidences from 

current as well as past behavior. each cardholder 

contains a certain kind of shopping behavior, that 

establishes an activity profile for them. This approach 

proposes a fraud detection system by use of info 

fusion and Bayesian learning of therefore on counter 

credit card fraud. The FDS system consists of 4 

elements, namely, rule-based filter, Dempster–Shafer 

adder, transaction history information and Bayesian 

learner. within the rule-based element, the suspicion 

level of every incoming transaction by the extent of 

its deviation from smart pattern is set. Dempster–

Shafer’s theory is employed to mix multiple such 

evidences and an initial belief is computed. Then the 

initial belief values are combined to get an overall 

belief by applying Dempster–Shafer theory. The 

transaction is classed as suspicious or suspicious based 

on this first belief. Once a transaction is found to be 

suspicious, belief is stronger or weakened consistent 

with its similarity with fraudulent or real transaction 

history by Bayesian learning. 

 

B. Hidden Markov Model 

A Hidden Markov Model may be a double embedded 

stochastic process with accustomed model much more 

difficult stochastic processes as compared to a 

standard Markov model. If an incoming credit card 

transaction isn't accepted by the trained Hidden 

Markov Model with sufficiently high likelihood, it's 

thought of to be fraudulent transactions. A Hidden 
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markov Model [6] is at first trained with the 

traditional behavior of a cardholder. Every incoming 

transaction is submitted to the FDS for verification. 

FDS receives the card details and also the worth of 

purchase to verify whether or not the transaction is 

real or not. If the FDS confirms the transaction to be 

malicious, it raises an alarm and also the issue bank 

declines the dealing. The involved cardholder could 

then be contacted and alerted concerning the 

likelihood that the card is compromised. 

 

C. The Evolutionary-Fuzzy System 

Fuzzy Darwinian Detection system [3] uses genetic 

programming to evolve fuzzy logic rules capable of 

classifying credit card transactions into “suspicious” 

and “non-suspicious” categories. It describes the 

employment of an evolutionary-fuzzy system capable 

of classifying suspicious and non-suspicious credit 

card transactions. The system includes of a Genetic 

Programming (GP) search algorithm and a fuzzy 

professional system. Information is provided to the 

FDS system. The system 1st clusters the information 

into 3 teams particularly low, medium and high. The 

genotypes and phenotypes of the GP System 

comprises rules that match the incoming sequence 

with the past sequence. Genetic Programming is 

employed to evolve a series of variable-length fuzzy 

rules that characterize the variations between 

categories of information control in a information. 

The system is being developed with the precise aim of 

insurance-fraud detection that involves the difficult 

task of classifying information into the categories. 

"safe" and "suspicious". Once the customer’s payment 

isn't due or the quantity of due payment is a smaller 

amount than 3 months, the transaction is taken into 

account as “non suspicious”, otherwise it's thought-

about as “suspicious”. The Fuzzy Darwinian detects 

suspicious and non -suspicious information and it 

simply detects stolen credit card Frauds. 

 

 

 

 

III. ANALYSIS AND DESIGN 

 

A. Proposed System 

Data mining approaches have been widely used for 

classification and prediction problems. The proposed 

approach is based on data mining, which consists of 

the K-means clustering and Naïve and KNN Classifiers. 

Fig. 1 shows the Credit Card Fraud Detection model. 

Firstly, data preprocessing is conducted on the vector 

space to clean unreasonable data, normalize the 

training samples and select the most related variables 

as the inputs of the Classifiers. Secondly, data after 

preprocessing are clustered by the K-means clustering 

to select the training set which is most similar to the 

transaction. Finally, Credit card Fraud is forecasted by 

the Naïve bayes and KNN Clustering. 

 
Figure 1. Credit Card Fraud Detection model 

 

a) Data preprocessing 

A number of Credit Card parameters are collected as 

the training samples via the sensor unit. However, 

these samples may contain unreasonable data. Besides, 

using too many parameters as the training features 

would increase the computing complexity and obtain 

undesired results for the reason that some variables are 

irrelevant or redundant in this model. Selecting 

features which are most related to the Credit card is 

able to improve the accuracy. Finally, data 

normalization has an effect on the convergence rate 

and accuracy of the training algorithm. Thus, in order 

to obtain accurate forecasting results, data 

preprocessing is necessary. 

 

In this proposed approach clustering algorithm is 

utilized for credit card fraud detection. Information is 
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produced arbitrarily for credit card and after that K- 

means clustering calculation is utilized for recognizing 

the transaction whether it is misrepresentation or real. 

Clusters are framed to recognize detect fraud in credit 

card transaction exchange which are low, high, 

dangerous and high unsafe. K-implies bunching 

calculation is straightforward and productive 

calculation for charge credit card fraud detection. 

 

B. Algorithm 

a) K-MEANS clustering Algorithm 

K-MEANS have a tendency to outline center points 

and define K as number of clusters and it will observe 

noise and outlier by measure distance excellent, we 

will realize and optimize center point ( here named 

Centroid) by repetition and rerunning the algorithm 

once more on the results of previous execution. So, the 

problem of this algorithmic rule is finding optimum K. 

We can sum up K-MEANS steps as 

1. Input . K, number of clusters and n, objects 

dataset 

2. Output. set of K cluster with minimum squared 

errors condition 

Algorithm steps. 

1) Take a number (K) of cluster centers – centroids 

(at random) 

2) Assign each item to its nearest cluster center 

point 

3) Move every cluster centre to the mean of its 

assigned items 

4)  Repeat the steps 2,3 until convergence (change 

cluster assignments less than the value of 

threshold) 

 

b) Naive Bayes Algorithm 

It is a classification technique based on Bayes’ 

Theorem with an assumption of independence among 

predictors. In simple terms, a Naive Bayes classifier 

assumes that the presence of a particular feature in a 

class is unrelated to the presence of any other feature. 

Naive Bayes model is easy to build and particularly 

useful for very large data sets. Along with simplicity, 

Naive Bayes is known to outperform even 

highly sophisticated classification methods.Bayes 

theorem provides a way of calculating posterior 

probability P(c|x) from P(c), P(x) and P(x|c). Look at 

the equation below. 

 
Above, 

 P(c|x) is the posterior probability 

of class (c, target) given predictor (x, attributes). 

 P(c) is the prior probability of class. 

 P(x|c) is the likelihood which is the probability 

of predictor given class. 

 P(x) is the prior probability of predictor. 

 

c) SUPPORT VECTOR MACHINES  

Support Vector Machines are perhaps one of the most 

popular and talked about machine learning algorithms. 

They were extremely popular around the time they 

were developed in the 1990s and continue to be the 

go-to method for a high-performing algorithm with 

little tuning. 

In this post you will discover the Support Vector 

Machine (SVM) machine learning algorithm. After 

reading this post you will know. 

 How to disentangle the many names used to 

refer to support vector machines. 

 The representation used by SVM when the 

model is actually stored on disk. 

 How a learned SVM model representation can 

be used to make predictions for new data. 

 How to learn an SVM model from training data. 

 How to best prepare your data for the SVM 

algorithm. 

 Where you might look to get more information 

on SVM. 

 

Maximal-Margin Classifier 

https://www.analyticsvidhya.com/wp-content/uploads/2015/09/Bayes_rule-300x172.png
https://www.analyticsvidhya.com/wp-content/uploads/2015/09/Bayes_rule-300x172.png
https://www.analyticsvidhya.com/wp-content/uploads/2015/09/Bayes_rule-300x172.png
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The Maximal-Margin Classifier is a hypothetical 

classifier that best explains how SVM works in 

practice. 

 

The numeric input variables (x) in your data (the 

columns) form an n-dimensional space. For example, 

if you had two input variables, this would form a two-

dimensional space. 

 

A hyperplane is a line that splits the input variable 

space. In SVM, a hyperplane is selected to best 

separate the points in the input variable space by their 

class, either class 0 or class 1. In two-dimensions you 

can visualize this as a line and let’s assume that all of 

our input points can be completely separated by this 

line. For example. 

 

B0 + (B1 * X1) + (B2 * X2) = 0 

Where the coefficients (B1 and B2) that determine the 

slope of the line and the intercept (B0) are found by 

the learning algorithm, and X1 and X2 are the two 

input variables. 

You can make classifications using this line. By 

plugging in input values into the line equation, you 

can calculate whether a new point is above or below 

the line. 

 Above the line, the equation returns a value 

greater than 0 and the point belongs to the first 

class (class 0). 

 Below the line, the equation returns a value less 

than 0 and the point belongs to the second class 

(class 1). 

 A value close to the line returns a value close to 

zero and the point may be difficult to classify. 

 If the magnitude of the value is large, the 

model may have more confidence in the 

prediction. 

 

Support Vector Machines (Kernels) 

The SVM algorithm is implemented in practice using a 

kernel. 

 

The learning of the hyperplane in linear SVM is done 

by transforming the problem using some linear algebra, 

which is out of the scope of this introduction to SVM. 

A powerful insight is that the linear SVM can be 

rephrased using the inner product of any two given 

observations, rather than the observations themselves. 

The inner product between two vectors is the sum of 

the multiplication of each pair of input values. 

For example, the inner product of the vectors [2, 3] 

and [5, 6] is 2*5 + 3*6 or 28. 

 

The equation for making a prediction for a new input 

using the dot product between the input (x) and each 

support vector (xi) is calculated as follows. 

f(x) = B0 + sum(ai * (x,xi)) 

 

This is an equation that involves calculating the inner 

products of a new input vector (x) with all support 

vectors in training data. The coefficients B0 and ai (for 

each input) must be estimated from the training data 

by the learning algorithm. 

 

Linear Kernel SVM 

The dot-product is called the kernel and can be re-

written as. 

K(x, xi) = sum(x * xi) 

The kernel defines the similarity or a distance measure 

between new data and the support vectors. The dot 

product is the similarity measure used for linear SVM 

or a linear kernel because the distance is a linear 

combination of the inputs. 

 

Other kernels can be used that transform the input 

space into higher dimensions such as a Polynomial 

Kernel and a Radial Kernel. This is called the Kernel 

Trick. 

 

It is desirable to use more complex kernels as it allows 

lines to separate the classes that are curved or even 

more complex. This in turn can lead to more accurate 

classifiers. 
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Polynomial Kernel SVM 

Instead of the dot-product, we can use a polynomial 

kernel, for example. 

K(x,xi) = 1 + sum(x * xi)^d 

Where the degree of the polynomial must be specified 

by hand to the learning algorithm. When d=1 this is 

the same as the linear kernel. The polynomial kernel 

allows for curved lines in the input space. 

 

 

Radial Kernel SVM 

Finally, we can also have a more complex radial kernel. 

For example. 

K(x,xi) = exp(-gamma * sum((x – xi^2)) 

 

Where gamma is a parameter that must be specified to 

the learning algorithm. A good default value for 

gamma is 0.1, where gamma is often 0 < gamma < 1. 

The radial kernel is very local and can create complex 

regions within the feature space, like closed polygons 

in two-dimensional space. 

 

How to Learn a SVM Model 

The SVM model needs to be solved using an 

optimization procedure. 

 

You can use a numerical optimization procedure to 

search for the coefficients of the hyperplane. This is 

inefficient and is not the approach used in widely used 

SVM implementations like LIBSVM. If implementing 

the algorithm as an exercise, you could use stochastic 

gradient descent. 

 

There are specialized optimization procedures that re-

formulate the optimization problem to be a Quadratic 

Programming problem. The most popular method for 

fitting SVM is the Sequential Minimal 

Optimization (SMO) method that is very efficient. It 

breaks the problem down into sub-problems that can 

be solved analytically (by calculating) rather than 

numerically (by searching or optimizing). 

 

 

Data Preparation for SVM 

This section lists some suggestions for how to best 

prepare your training data when learning an SVM 

model. 

 Numerical Inputs. SVM assumes that your 

inputs are numeric. If you have categorical 

inputs you may need to covert them to binary 

dummy variables (one variable for each 

category). 

 Binary Classification. Basic SVM as described in 

this post is intended for binary (two-class) 

classification problems. Although, extensions 

have been developed for regression and multi-

class classification. 

 

IV. RESULT 

A. Screenshots 

 

 
Figure 2. Load credit card transactions 

 

 
 

 

Figure 3. Add new transaction 
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Figure 4. clustering result by K-Means 

 
Figure 5. Apply naive Bayes Classifier 

 
Figure 6. Load all Transaction Data 

 
Figure 7. Probalities of Naïve bayes 

 
Figure 8. Model testing 

 
Figure 9. Naive Classification Predictive Result 

 

 
Figure 10. Transaction result 
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Figure 11. Transaction and credit card details 

 

 
 

Figure 12. Load another Transaction 

 
Figure 13. Support Vector Machine Load Training Set 

 

Figure 14. Generate Training Model 

 

 
 

Figure 15. Training Weight Calculations 

 

 
 

Figure 16. Predicting Using Testing Data 
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Figure 17. Transaction Result 

 

Classified 

Data 

NAVIE BAYES SVM 

TRUE 

POSITIVE 

8 50 

FALSE 

NAGATIVE 

50 5 

TRUE 

NAGETIVE 

89 88 

FALSE 

POSITIVE 

3 5 

Figure 18. COMPARITIVE RESULT based on 

Classified Data 

 

 
Figure 19. COMPARITIVE RESULT based on 

Classified Data in Graph 

 

 NAVIE 

BAYES 

SVM 

Sensitivity 13.79 86.2 

Specificity 96.73 94.41 

Efficiency 55.26 90.41 

Accuracy 64.66 91.31 

Figure 20. Comparative result based on Accuracy 

 

 
Figure 21. Comparative result based on Accuracy in 

Graph 

 

V. CONCLUSION 

 

Accomplishing the fraud detection accurately is a 

difficult task. However some errors were present in 

detecting the fraud. It is not possible that chances for 

fraud are always there.  The transaction is may be at 

high risk but we cannot determine that it fraud or 

legitimate transaction. Fraudulent activities can be 

identified correctly in most of time. But some non-

fraudulent activities can be detected as frauds. In this 

paper, combining Clustering and Classification 

approach is utilized for credit card fraud detection. 

Information is produced arbitrarily for credit card and 

after that K- means clustering calculation is utilized 

for recognizing the transaction whether it is 

misrepresentation or real. Clusters are framed to 

recognize detect fraud in credit card transaction 

exchange which are low, high, dangerous and high 

unsafe After applying Clustering introduced naïve 

bayes, SVM on highly skewed credit card fraud data. 

The two techniques are applied on the raw and 

preprocessed data. The results shows of optimal 

accuracy for naïve bayes, SVM neighbor classifiers are 

64.66%, 91.31% respectively. The comparative results 

show that SVM performs better than naïve bayes 

techniques. 
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