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ABSTRACT

Frequent itemset mining is one of the main problems in data mining. It has practical importance in a wide range of application areas such as decision support, Web usage mining, bioinformatics, etc. A number of relevant algorithms have been proposed in recent years for the fast access of data from the database. Mining high utility itemsets from a large database refers to the discovery of itemsets with high utility like profits. The proposed work is to mine the high utility items from the large database. The traditional association rule mining algorithm is used to find out the frequently occurring patterns of item sets. Apriori algorithm is used to find the high utility itemset. Data about the products are collected and stored in a database. Whenever customers buy the same product repeatedly the frequent pattern is formed and the infrequent items are separated. The high utility itemset is based on the user-specified utility threshold or it is a low-utility itemset. Admin maintain the entire system process like workers details, user details, product sales, raw materials. Admin can generate report based on the product sales. Admin can generate the Apriori products based on the threshold value. Admin can generate the graph for the frequently purchased products.
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I. INTRODUCTION

Frequent Itemset Mining

Recently, data mining or knowledge discovery from data bases has received much attention which deals with automatic discovery of implicit information within the databases. In which frequent itemset mining [1] plays a vital role in discovering all high utility itemsets with higher utility values than the minimum threshold in a transaction database [2] is one of the main problem facing in data mining.

High Utility Mining

High utility itemset mining has been resolved which is the extension of frequent itemset mining overcomes the problems of frequent itemset mining. Identifying the itemsets that occur frequently in transaction [3, 4, 5] with highest utilities is the main objective of utility mining with the considerations like user preferences such as profit, quantity and cost. Some of the standard methods for mining association rules [1, 6] that finds frequent itemsets are based on the support confidence model. And the problem of frequent itemset mining [7] is to find out the complete set of itemsets that appears with high occurrence in transactional databases. However, it identifies the utility of an itemset like profit, quantity, cost, weight which are important factors for addressing the real world decision problems that require maximizing the utility of an organization.

The meaning of itemset utility is interestingness, importance or profitability of an item to users [15]. Utility of items in a transaction database consists of two aspects:

i. Importance of distinct items called as external utility
ii. Importance of items in transactions called as internal utility.

Table 1.1: An Example Database

<table>
<thead>
<tr>
<th>Profit</th>
<th>5</th>
<th>2</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>1</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item</td>
<td>A</td>
<td>B</td>
<td>C</td>
<td>D</td>
<td>E</td>
<td>F</td>
<td>G</td>
<td>H</td>
</tr>
</tbody>
</table>


This paper mines the high utility items from the large database with the traditional association rule mining algorithm to find out the frequently occurring patterns of item sets. Apriori algorithm is used to find the high utility itemset. Data about the products are collected and stored in a database. Whenever customers buy the same product repeatedly the frequent pattern is formed and the infrequent items are separated. The high utility itemset is based on the user-specified utility threshold or it is a low-utility itemset. The administrator produce the graph based on the utility of the itemset in the transaction.

II. METHODS AND MATERIAL

A. Literature Survey

R. Agrawal and R. Srikant et al [8] studies about the various algorithms for online mining of frequent itemsets (FIs). He reviews that unbounded memory requirement and the high data arrival rate of data streams in online are the combinatorial explosion of itemsets exacerbates the mining task is one of the scan nature.

Agrawal, R, Imielinski, T., Swami, A. [1] proposed a frequent itemset mining algorithm that uses the Apriori principle based on Support Confidence Model. An antimonotone property is proposed in the system to reduce the search space. Yao, H., Hamilton, H.J., Buzz, C.J. [9] proposed Umining and another heuristic based algorithm to find high utility itemsets. Pruning strategies is applied based on the mathematical properties of utility constraints which is efficient than previous researches.

Gouda, K. [10] proposed a backtracking search based algorithm for mining maximal frequent itemsets with a novel technique called progressive focusing that maximalist and diffset propagation to perform fast frequency computation. S. Shankar [11], presented a novel algorithm Fast Utility Mining to finds all high utility itemsets based on the given utility constraint threshold and suggest a novel method of generating different types of itemsets such as

i. High utility and high Frequency itemsets,
ii. High utility and Low Frequency itemsets
iii. Low Utility and High Frequency itemsets
iv. Low Utility and Low Frequency itemsets with the algorithm.

C.-W. Lin [12] designed a high utility pattern tree (HUP tree) algorithm to derive high utility patterns effectively and efficiently. The system integrates two-phase procedure for utility mining and the FP-tree concept to utilize the downward-closure property and to generate a compressed tree structure.

G.-C. Lan, T.-P. Hong, and V. S. Tseng [13] propose an efficient utility mining approach to adopt indexing mechanism the traditional method to speed up the execution and reduce the memory requirement in the mining process. It shows superior performance on real data. Gopalan, and N.R. Achuthan [6] CTU-PROL algorithm for mining high utility itemsets from large datasets. It followed the pattern growth approach [14]. The algorithm first finds the dataset if it is small, it creates compressed utility pattern tree for mining high utility itemsets. If the datasets is too large then the algorithm creates subdivisions using parallel projections that can be subsequently mined independently.

B. Problem Definition

Mining is a challenging task due to the possibility of long transactions. Users find difficult to comprehend the results in a very large number of high utility items

- It may cause the algorithms to become inefficient in terms of memory and time requirement, or it may even run out of memory.
- For high utility itemsets, the algorithms consume more processing.
- Performance of the mining task decreases greatly based on minimum utility thresholds.

C. Proposed System

The proposed system is designed to achieve high efficiency for the mining task and provide a concise mining result to users, we propose a novel framework. The frequent pattern items are retrieved from the database by using the association rule mining. Once the threshold value is specified frequent pattern items are displayed in a sorted order. This reduces the memory space which in turn reduces the searching time. So the execution time becomes faster. Finally, the high utility pattern items should satisfy the threshold value. Primary constraints are:
1. The proposed representation is lossless and compact.
2. It efficiently recovers all the high utility itemsets.

<table>
<thead>
<tr>
<th>TID</th>
<th>Transaction</th>
<th>TU</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>(A,1) (C,10) (D,1)</td>
<td>17</td>
</tr>
<tr>
<td>T2</td>
<td>(A,2) (C,6) (E,2) (G,5)</td>
<td>27</td>
</tr>
<tr>
<td>T3</td>
<td>(A,2) (B,2) (D,6) (E,2) (F,1)</td>
<td>37</td>
</tr>
<tr>
<td>T4</td>
<td>(B,4) (C,13) (D,3) (E,1)</td>
<td>30</td>
</tr>
<tr>
<td>T5</td>
<td>(B,2) (C,4) (E,1) (G,2)</td>
<td>13</td>
</tr>
<tr>
<td>T6</td>
<td>(A,1) (B,1) (C,1) (D,1) (H,2)</td>
<td>12</td>
</tr>
</tbody>
</table>

**Frequent Item Mining**

The frequent pattern items are retrieved from the database by using the association rule mining. Once the threshold value is specified, frequent pattern items are displayed in a sorted order. This reduces the memory space which in turn reduces the searching time. So the execution time becomes faster.

**Apriori Selection**

By using the Apriori algorithm, we can find out the high utility itemset. The high utility pattern items should satisfy the threshold value. From the list, admin can also know the products that are not frequent.

**Report generation**

Admin generates report based on the product sales. Admin can generate the report individually for the products and can view all the transaction details in month wise.

**Apriori Algorithm**

Apriori algorithm is designed for identifying frequent item set mining and association rule learning over the transactional databases. It keeps identifying the frequent individual items in the database and it extends them to larger and larger item sets till those item sets appear sufficiently often in the database. The applications with Apriori algorithm are used for market basket analysis.

Apriori is a "bottom up" approach, where frequent subsets extend one item at a time and groups of candidates are tested against the provided data. When no further successful extensions are found, the algorithm terminates.

Apriori uses breadth-first search and a Hash tree structure to count candidate item sets efficiently. The algorithm generates candidate itemsets of length K from itemset K-1. Then it prunes candidates that contain infrequent sub pattern. According to the downward closure lemma, the candidate set contains all frequent k-1 length item sets. Finally, it scans the transaction database to determine frequent item sets among the candidates.

![Architecture Diagram](image-url)
**Pseudo-Code:**

Cₖ: Candidate itemset of k size  
Lₖ: frequent itemset of k size  
L₁ = frequent items;  
for ( k = 0; Lₖ != ∅; ++k) do begin  
Cₖ₊₁ = candidates generated from itemset Lₖ;  
for each transaction t₁ in database do  
increments the count of all candidates in Cₖ₊₁ that are contained in t₁  
Lₖ₊₁ = candidates in Cₖ₊₁ with min_support  
end  
return ∪ₖ Lₖ;

**III. RESULTS AND DISCUSSION**

Retrieval of high utility itemset efficiency by mining a large database and provide a concise mining result to users by a novel framework. Associations rule mining is used to retrieve frequent pattern items from database and if once the threshold value is specified, the frequent pattern items are displayed in a sorted order which reduce the search time.

![Figure 2](image1.png)  
**Figure 2:** shows search product in online

Figure 2 shows the search product selected by a customer in online with their login id based on which the system provides the products which matches the selected search criteria. The user can purchase the item with credit card that have already stored in database while registering the personal data.

![Figure 3](image2.png)  
**Figure 3:** shows high utility itemset and threshold value

Figure 3 shows threshold value and high utility itemset which is detected with the proposed novel network from the large database. The itemsets are identified by means of profit achieved and no of items sold.

![Figure 4](image3.png)  
**Figure 4:** shows the chart of high utility itemset

Figure 4 shows the graph of high utility product from the product list with the code p1. The Top-N product chart is display with x axis as product name and y axis as product price. The high utility itemset have been detected from the large database with the lossless and compact manner.

![Figure 5](image4.png)  
**Figure 5:** shows Top-N product chart

Figure 5 shows the Top-N product chart which is the frequent pattern items retrieved from the database by using the association rule mining. The threshold value specifies frequent pattern items are displayed in a sorted order which reduces the memory space which in turn reduces the searching time that makes the execution faster. Based on this approach high utility itemsets are achieved efficiently.
IV. CONCLUSION

The proposed system addresses the problem of high utility itemsets. To find out internet users web usage mining is the procedure is used. It can be described as the sighting and scrutiny of user ease of access pattern, during mining of files in internet which recognize and better serve up the desires of Web based applications. From the proposed system admin can know the high utility itemsets of user. This helps in many organizations to improve their profit and to analyze the user needs and expectations.
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