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ABSTRACT 
 

 

Consumers normally seek tone information from online reviews prior purchasing a product, while many 

business firms use online customer reviews as significant feedbacks in developing, marketing and 

promoting their product. The objective of our work is proposing a product aspect ranking framework, 

which automatically identifies the important aspects of products from online consumer reviews, aiming at 

making it easier for the consumers in buying the product by using the numerous online consumer reviews. 

Millions of reviews from various websites are clustered and made visible within each website by means of 

graphical representations of each aspect of different products. Therefore, our approach gives way to an 

iterative visual investigation and allows fast analysis of online consumer reviews. 
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I. INTRODUCTION 

Our work reveals the growing importance of online 

reviews before making a purchase decision. More 

consumers are using reviews when researching, which 

product tops the scoreboard. So eventually, consumers 

get familiar and comfortable with reviews. In today’s 

fast moving world, it becomes almost impossible for a 

consumer to read all the reviews of a product to get a 

clear idea, except of course, the most recent ones. In 

order to make it possible for the consumers to check out 

all the reviews, we bring out a new approach of 

displaying graphical representations for each aspect of 

the products by extracting and summarizing the online 

consumer reviews. In this approach, all the reviews, 

right from the first comment, to the most recent review 

updated, will be plotted in the graph to ensure accurate 

and feasible information “by the consumer, to the 

consumer”. We also establish a new technique which 

will be referred to as the “False deduction” to highlight 

the commonalities of a particular feature in both its 

advantages and disadvantages. For example, the battery 

life of micromax canvas doodle2 has equal ratio of 

advantages and disadvantages, the consumer who 

browses for its aspects would be perplexed with that 

specific feature. Our proposed approach will highlight 

such features and suggest the consumers to also consider 

the other aspects of the product to put the consumer in 

ease. In our work, we first recognize the product aspects 

by means of shallow dependency parser, then by making 

use of sentiment assortment we examine the reviews and 

later develop a probabilistic aspect rating algorithm 

which plots the classified reviews into graphs. 

Our approach comprises of three main components as: 

 

1. We propose a product aspect ranking framework 

to automate the important features of the 

products from millions of online customer 

reviews. 

2. Next, we formulate a probabilistic aspect 

ranking algorithm to deduce the clustering of 

various features and at the same time exploit the 

frequency of features and consumer’s reviews 

over their general opinions of the product. 
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3. Finally, we establish the efficiency of aspect 

ranking in real- world applications. 

These three layer procedures help attain the most 

convenient way of e-business, both for the consumer as 

well as the business firms. 

 

The system architecture of the entire approach is shown 

below: 

 

 
Fig. 1- Architecture diagram of Multiple Product Aspect Ranking Using 

Sentiment Classification. 

 

Aspect ranking is expected to increase the profoundness 

of online purchasing and increase its usage and 

familiarity amongst the general public.   

 

Just like technology helps in reducing the work of man, 

our approach will be reducing both work and time. 

 

 

II. METHODS AND MATERIAL 

 

Multiple product aspect ranking frame work is the 

proposed procedure we will be using in our approach. 

Beginning with an overview of the three major 

components that we will be following: 

 

(a) Product Aspect Recognition 

(b) Sentiment Assortment on Aspects 

(c) Probabilistic Aspect Rating  

 

When consumer reviews are given, we, first of all, 

recognize the aspects in the opinions and then examine 

consumer reviews on the aspects by making use of the 

sentiment classifier. 

 

In the end, we determine a probabilistic aspect rating 

algorithm to deduce the importance of the aspects by 

simultaneously considering aspect frequency and the 

influence of their general overall opinions.    

 

 
Figure 2: Numerous product aspects of a specific product. 

 

2.1 Product Aspect Recognition 

 

A review generally comprises of pros and cons reviews, 

free text reviews, ratings, over all reviews and so on. In 

our approach, we will be working with all kinds of 

reviews. In the case of free text reviews, we first split 

the reviews into sentences and dissect each sentence and 

dissect each sentence using Stanford parser. Then the 

frequent noun terms are refined and clustered together. 

 

In the case of pros and cons reviews, the aspects are 

represented in a unigram feature, and utilize every 

aspect to determine the Support Vector Machine (SVM). 

The SVM is used to recognize the clustered noun terms, 

such as “earphone” and “headphones”. The clustered 

synonyms are collected from the synonym dictionary 

website. 

 

Therefore, the first step, “recognizing the product 

aspect”, pronounces the identification and grouping of 

the aspects of a product. 
 

 

 
Figure 3: A graphical representation of product identification. 

 

2.2 Sentiment Classification on Product Aspects   

  

Here, the product aspects are examined by sentiment 

assortment. Existing techniques admit the supervised 

learning and lexicon based approaches.  

Once the product aspects are identified, we collect the 

persuasions which can be used as the features of the 

product. Eventually, each review is represented as a 
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feature vector. In our work, we will be using the Support 

Vector Machine to rank the consumer reviews according 

to its sentiment assortment. 

 

In the case of pros and cons reviews, the aspects are 

represented in a unigram feature, and utilize every 

aspect to determine the Support Vector Machine (SVM). 

The SVM is used to recognize the clustered noun terms, 

such as “earphone” and “headphones”. The clustered 

synonyms are collected from the synonym dictionary 

website. 

 

Therefore, the first step, “recognizing the product 

aspect”, pronounces the identification and grouping of 

the aspects of a product. 

 

 

 
Figure 4: A graphical representation of product identification.    

 
2.3 Product Aspect Ranking Algorithm 

 
Finally, we will be proposing a Product Aspect Rating 

Algorithm in order to detect the significant aspects of a 

product from millions of reviews. 

 

The general opinion in a review is a collection of impressions 

given to particular aspects in the review and different aspects 

have different shares in the aggregation. The discounted 

overall ratings are accepted to be generated from a Gaussian 

distribution, with mean        and variance    as: 
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Figure 5 :  Product aspect rating 
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Where         are the mean vector and covariance matrix. 

 

Thus, we formulate the distribution N (    ) based on its 

Kullback- Leibler (KL) divergence to N (      ) as: 
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follows: 
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Optimizing {      } given   r:   

 

They are estimated by maximizing the log- likelihood function 

over the whole review corpus R as follows. For the sake of 

simplicity, we denote {        } as          
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Taking the derivative of L(R), 
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We get the following:  
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(13) 

Algorithm 

Input: The consumer review corpus R, each review r   

R is related with an overall ranking     and a vector of 

opinions     on specific aspects. 

Output: Graphical representations of all the aspects. 

 

III. RESULTS AND DISCUSSION 

Reviews influence both attitude and resultant actions of 

consumers. Today, consumers prefer to read at least 

fewer reviews before they make any purchase. So in 

order to make it more convenient for the consumers, 

aspect ranking will be beneficial to a wide range of real 

world applications.   

 

Related works 

Here, we will be reviewing the existing works related to 

our approach. Existing techniques for aspect recognition 

include supervised and unsupervised models. An 

extraction model is used to identify product aspects in 

recent reviews. 

 

 
Figure 6:   Aspect ranking 

 
 

 
Figure 7: A ranked aspects of different products

 

Figure 8: Sample consumer reviews in various websites. 

 

 
Figure 9: Numerous aspect assortment and ranking 
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Figure 10: Sample review document on product I Phone 
 

 

IV. CONCLUSION 

 

Word of mouth is a proven way of driving sales when product 

buyers give thumbs - up, the endorsement carries powerful 

credibility that retailers and manufactures cannot duplicate in 

product descriptions. Little wonders, then that consumer 

reviews can pack the same punch online. Maybe more, 

because of the internet’s power to distribute consumer 

comments more widely and rapidly than word of mouth. 

 

A review on a website is the assessment of a product or 

service by an individual with the intension of promoting the 

product for others to enjoy, or warn others to stay away. There 

are benefits of having online reviews and user - generated 

content on your website. One reason is it gives opportunity to 

rank for long-tail keywords and possibly non- marketing 

language that your audience may be using about your product. 

Consumers are turning to each other for answers to questions 

like what to buy, where to shop, how much to spend. When 

brands allow these conversations on their websites they are 

increasing on- site engagement, building trust with consumers, 

and capturing priceless shopper data. 

 
Reviews not only give consumers the ability to share their 

opinions about their products or services they buy, but it also 

offers marketers a way to evaluate and track what people are 

saying about their business. If managed properly, the platform 

gives these marketers the ability to respond to and resolve any 

issues that may rise to the surface.  
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