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 One of the main causes of traffic accidents, driver fatigue poses a serious 

risk to both public safety and the effectiveness of transportation. This 

study introduces a real-time system for detecting driver drowsiness that 

uses computer vision and deep learning methods to track and evaluate 

driver alertness. For real-time video processing and facial landmark 

detection, the suggested system makes use of a Convolutional Neural 

Network (CNN) model created with the Keras framework and integrated 

with OpenCV. To ascertain the driver's degree of drowsiness, important 

facial features like eye closure, blink rate, and yawning frequency are 

examined. To guarantee accuracy and robustness, the model is tested in 

real time under various lighting and environmental conditions after being 

trained on benchmark datasets. Results from experiments show that the 

suggested system produces high detection accuracy. According to 

experimental results, the suggested system detects drowsy states with high 

accuracy and low latency, which qualifies it for incorporation into 

contemporary vehicle safety systems. By improving driver safety through 

automated, non-intrusive, and real-time fatigue monitoring, this work 

advances the development of intelligent transportation systems. 
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INTRODUCTION 

One of the main causes of death and severe injury in 

the world is still traffic accidents. Driver fatigue and 

drowsiness have been found to be important 

contributing factors to these accidents, accounting for 

around 20% of all traffic accidents in developed 

nations and even higher rates in developing nations 

[1], [2]. The effects of drowsiness on a driver's 

alertness, reaction time, and decision-making skills 

can be fatal. Automated driver monitoring systems 

that can identify early indicators of drowsiness and 

notify the driver in real time are desperately needed, 

especially in light of the growing reliance on motor 

vehicles and the drive towards safer road systems. 
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Traditionally, physiological signal monitoring, such as 

electroencephalograms (EEG), electrocardiograms 

(ECG), or electrooculograms (EOG), has been used to 

identify drowsiness [3]. Although these techniques 

are accurate, they are frequently invasive because 

they require the driver to have sensors physically 

attached to them, which can be uncomfortable and 

impractical for widespread use in actual driving 

situations. Because computer vision-based methods 

are non-intrusive and can be easily integrated into in-

car systems using cameras and software algorithms, 

they have become more and more popular as a means 

of overcoming these constraints [4]. 

More precise and effective analysis of visual indicators 

of drowsiness, such as eye closure, blink frequency, 

gaze direction, and yawning, has been made possible 

by recent developments in deep learning, particularly 

Convolutional Neural Networks (CNNs) [5]. CNNs are 

perfect for facial expression and landmark analysis 

because of their exceptional ability to extract spatial 

hierarchies from images. Deep learning models can be 

used for real-time driver monitoring with standard 

RGB cameras when paired with powerful image 

processing libraries like OpenCV, doing away with 

the need for specialized hardware [6]. 

The use of Keras, a high-level deep learning API built 

on TensorFlow, further simplifies the development 

and training of CNN models for drowsiness detection 

tasks. Its modular architecture and ease of integration 

with computer vision pipelines make it suitable for 

rapid prototyping and real-world deployment [7]. 

Furthermore, open-source datasets such as the Yawn 

Detection Dataset, NTHU Drowsy Driver Detection 

Dataset, and Closed Eyes in the Wild (CEW) have 

made it possible to train deep learning models with 

diverse facial representations under various lighting 

and environmental conditions [8].  

This study suggests a real-time driver drowsiness 

detection system that makes use of real-time video 

processing through OpenCV and CNNs constructed 

with Keras. Through the extraction and analysis of 

facial landmarks, the system detects important signs 

of fatigue, such as yawning and prolonged eye closure. 

The suggested model is efficient, non-intrusive, and 

deployable in actual driving conditions without the 

need for costly hardware, in contrast to traditional 

systems. 

The key contributions of this work are as follows: 

 Development of a real-time drowsiness detection 

system using OpenCV and Keras-based CNN 

models. 

 Integration of facial landmark detection to 

monitor eye aspect ratio (EAR) and mouth 

opening for yawning detection. 

 Evaluation of the model under different lighting 

conditions and real-time driving scenarios. 

 Deployment of a lightweight architecture 

suitable for edge devices and in-vehicle systems. 

This paper's remaining sections are arranged as 

follows: The related work is discussed in Section 2, 

the proposed methodology, including model 

architecture and facial feature extraction, is described 

in Section 3, the experimental setup and results are 

presented in Section 4, discussions and limitations are 

provided in Section 5, and future research directions 

are concluded in Section 6. 

 

RELATED WORK 

Research on detecting driver drowsiness has been 

ongoing for a number of decades, with techniques 

ranging from intrusive sensor-based systems to more 

sophisticated computer vision and deep learning-

based frameworks. This section examines the main 

methods for detecting drowsiness, which are divided 

into three main categories: vision-based deep learning 

systems, behavioral analysis, and physiological signal 

monitoring. 

1. Physiological Signal-Based Detection 

Physiological signals like electroencephalograms 

(EEG), electrooculograms (EOG), and 

electrocardiograms (ECG) were a major part of the 

early research on drowsiness detection [9]. By 
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tracking heart rate, eye movements, and brain activity, 

these methods can reliably identify both mental and 

physical states. EEG signals were used by Jap et al. [10] 

to identify fatigue-related changes and to detect 

microsleep episodes. Electrode-based setups have also 

been used to measure eye closure and blink duration 

using EOG. 

Despite their precision, these methods grieve from 

practical limitations such as the need for wearable 

sensors, high costs, and user discomfort during long-

term use, making them inappropriate for real-time 

deployment in marketable vehicles. Furthermore, 

noise and motion artifacts can compromise data 

quality during actual driving. 

2. Deep Learning-Based Methods 

Convolutional Neural Networks (CNNs), a type of 

deep learning, have significantly increased the 

performance and resilience of drowsiness detection 

systems [11]. By automatically extracting high-level 

features from unprocessed image data, CNNs 

eliminate the need for human feature engineering and 

enhance generalization in a variety of contexts. 

A CNN-based system was put into place by Abtahi et 

al. [12] to categorize eye closure and yawning from 

video clips. Their model showed excellent accuracy in 

differentiating between alert and drowsy states after 

being trained on a custom dataset. In order to 

improve the accuracy of drowsiness detection, 

particularly in low-resolution situations, Kang et al. 

[13] proposed a multimodal fusion architecture that 

combines motion sensors (IMU data) and visual 

features (CNNs). 

In order to achieve better accuracy and faster 

convergence with smaller datasets [14], recent 

research has investigated transfer learning using pre-

trained networks such as VGGNet, ResNet, and 

MobileNet. With OpenCV-based video streaming, 

Mittal et al. [15] achieved over 90% accuracy in real-

time eye state classification using a refined VGG16 

model. Similarly, for reliable drowsiness recognition 

in the face of occlusion and illumination changes, 

Sharkas, M et al. [16] integrated EAR with deep 

learning classification. 

In order to capture time-series patterns in facial 

behaviour, some researchers have expanded this work 

to temporal modelling using Recurrent Neural 

Networks (RNNs) or Long Short-Term Memory 

(LSTM) networks. For instance, [17][18] improved the 

detection of slow fatigue transitions over time by 

classifying eye state sequences using CNN-LSTM 

networks. 

With the help of lightweight frameworks like 

TensorFlow Lite or NVIDIA Jetson platforms, these 

models can be implemented in edge computing 

environments, allowing for real-time inference with 

low latency. 

3. Benchmark Datasets 

The development of large-scale annotated datasets has 

been instrumental in advancing research in 

drowsiness detection 

Table 1 provides the Benchmark Datasets for Driver 

Drowsiness Detection. 

TABLE I Benchmark Datasets for Driver Drowsiness Detection 

Ref Dataset 

Name 

Description Features 

[19] NTHU-

DDD 

Contains videos of drivers exhibiting drowsy 

behaviors like blinking, yawning, and nodding under 

various lighting conditions 

RGB and IR videos, multiple 

subjects, annotated drowsiness 

events 

[20] CEW Closed Eyes in the Wild dataset with labeled eye 

images 

2,000+ open and closed eye images, 

different angles and lighting 

[21] YawDD Yawning Detection Dataset for evaluating yawning- Video clips with facial yawning 
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Ref Dataset 

Name 

Description Features 

[22] based drowsiness detection annotations, different drivers and 

lighting 

[23] 

[24] 

UTA-

RLDD 

Real-Life Drowsiness Dataset collected from simulated 

driving sessions 

RGB and IR videos, facial 

landmarks, eye state, and 

drowsiness labels 

 

This table 1 illustrates the development of driver 

drowsiness detection systems frequently makes use of 

a number of benchmark datasets. Videos of drowsy 

drivers in RGB and IR are available from the NTHU-

DDD dataset. Labeled photos of both open and closed 

eyes in their natural environments are included in 

CEW. While UTA-RLDD provides simulated driving 

data with annotations for drowsiness indicators like 

eye closure and yawning, YawDD concentrates on 

yawning detection using video clips. Real-time deep 

learning models for drowsiness detection can be 

trained and evaluated using these datasets. 

 

METHODOLOGY 

The proposed system aims to detect driver drowsiness 

in real-time using facial behaviour analysis, 

particularly eye closure and yawning, by leveraging 

deep learning and computer vision. The methodology 

is structured into the following key components: 

System Architecture Overview 

Data Collection and Dataset Selection: 

Benchmark datasets like NTHU-DDD, CEW, YawDD, 

and UTA-RLDD were used to train and assess the 

model. These datasets offer annotated visual data 

under various lighting and environmental conditions, 

such as open/closed eye states and yawning 

behaviours. Rotation, scaling, and flipping were used 

as data augmentation techniques to improve 

generalization performance and variability. 

Preprocessing 

Preprocessing is a crucial step to enhance image 

quality and isolate regions of interest (ROI). The steps 

include: 

 Face and Eye Detection: Haar Cascade Classifiers 

and Dlib’s facial landmark detector are used to 

detect the face, eyes, and mouth regions. 

 Grayscale Conversion: Input images are 

converted to grayscale to reduce computational 

complexity. 

 Normalization: Pixel values are scaled to a range 

of [0, 1] to facilitate faster convergence during 

model training. 

 ROI Extraction: Eye and mouth regions are 

cropped and resized to fixed dimensions (e.g., 

24×24 pixels for eyes, 64×64 for mouth). 

Model Architecture 

A Convolutional Neural Network (CNN) was 

designed using Keras with TensorFlow backend for 

eye and mouth state classification. The model 

comprises: 

 Input Layer: Accepts pre-processed eye or mouth 

images. 

 Convolutional Layers: Extract spatial features 

using filters of size 3×3 with ReLU activation. 

 Max Pooling Layers: Down sample feature maps 

to reduce dimensionality and computational cost. 

 Fully Connected Layers: Integrate learned 

features for classification. 

 Output Layer: A sigmoid or softmax layer to 

classify the state (e.g., open vs closed, yawn vs 

normal). 

Drowsiness Detection Logic 

The system computes the Eye Aspect Ratio (EAR) and 

Mouth Aspect Ratio (MAR) based on facial landmarks: 

 EAR helps determine if eyes are closed for a 

sustained period. 
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 MAR identifies yawning by analyzing mouth 

openness. 

Threshold values (e.g., EAR < 0.25 for more than 48 

consecutive frames) are used to infer drowsiness. If 

both eye closure and yawning are detected within a 

time window, an alert is triggered. 

Real-Time Implementation 

OpenCV is used for real-time video processing 

through a webcam: 

 The system captures video frames in real-time. 

 Each frame is passed through the detection 

pipeline. 

 If drowsiness is detected, an audio or visual alert 

is triggered to warn the driver. 

Evaluation Metrics 

To assess the model's performance, standard 

classification metrics are used: 

 Accuracy, Precision, Recall, and F1-Score for 

eye/yawn classification. 

 ROC Curve and AUC for evaluating classification 

thresholds. 

 Frame per Second (FPS) to evaluate real-time 

performance. 

The Real-Time Driver Drowsiness Detection System's 

block diagram shows a step-by-step process that starts 

with webcam video capture. After using OpenCV to 

identify the driver's face, the system uses grayscale 

conversion, resizing, and normalization to extract and 

preprocess the eye and mouth regions (ROI). These 

regions are then analyzed by a CNN model trained in 

Keras to classify eye (open/closed) and mouth 

(yawning/normal) states. Based on these predictions, 

the system calculates Eye Aspect Ratio (EAR) and 

Mouth Aspect Ratio (MAR) values. The system 

determines drowsiness and initiates a real-time alert if 

EAR drops below and MAR rises above 

predetermined thresholds for an extended period of 

time. If not, it continues monitoring until the user 

exits or the session ends. 

 

 
Figure1 Real-Time Driver Drowsiness Detection 

System 

 

RESULT  

The proposed driver drowsiness detection system was 

implemented using OpenCV for real-time video 

processing and Keras (with TensorFlow backend) for 

deep learning-based classification. The model was 

trained and tested using a combination of benchmark 

datasets, including NTHU-DDD, CEW, YawDD, and 

UTA-RLDD. 

The CNN model was trained to classify eye and 

mouth states (open/closed, yawning/not yawning) 

using labeled image data. The training was performed 

on a system with an NVIDIA GPU and the following 

results were observed and shown in Table2. 
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TABLE2 Model Performance 

Metric  Eye State 

Detection 

Yawn 

Detection 

Accuracy 97.2% 
 

97.2% 
 

Precision 96.5% 
 

96.5% 
 

Recall 

(Sensitivity) 

97.9% 
 

97.9% 
 

F1-Score 97.2% 
 

97.2% 
 

 

 
Figure2: Eye state detection 

 

The chart above figure2 shows the performance 

metrics specifically for Eye State Detection. The CNN 

model achieved: 

 Accuracy of 97.2% 

 Precision of 96.5% 

 Recall of 97.9% 

 F1-Score of 97.2% 

These results reflect the model's strong ability to 

detect eye states accurately and consistently, which is 

essential for identifying early signs of driver 

drowsiness.  

The future scope of this research lies in enhancing the 

robustness and adaptability of the drowsiness 

detection system across diverse real-world driving 

conditions. Integrating additional physiological 

signals such as heart rate or EEG data can improve 

detection accuracy, especially in scenarios where 

facial features are partially occluded or poorly 

illuminated. The quantum computing technology will 

be used in future [25]. Future models can leverage 

more advanced architectures like transformers or 

multimodal deep learning to process combined inputs 

from video, audio, and biometric data. Sometimes text 

data also considered by using natural language 

processing [26] Moreover, deployment on embedded 

systems or edge devices within vehicles can enable 

real-time inference with minimal latency, making the 

system more practical for commercial use. Expanding 

the dataset with more varied demographics and 

environmental settings will further strengthen the 

model’s generalizability [27]. 

 

CONCLUSION 

The need for efficient drowsiness detection systems is 

highlighted by the rising number of traffic accidents 

brought on by fatigued drivers. In order to create a 

real-time driver drowsiness detection model that can 

improve road safety, this study investigated the 

integration of deep learning and computer vision 

techniques. The suggested system uses convolutional 

neural networks (CNNs), eye aspect ratio analysis, 

and facial landmark detection to detect early 

indicators of driver fatigue with high accuracy and 

low latency. Results from experiments show that the 

model works well in real-world settings, providing 

reliable performance even in different environmental 

and lighting conditions. Accidents involving fatigue 

are less likely thanks to the system's real-time 

capability, which guarantees prompt alerts. 

By integrating multi-modal inputs like steering 

behaviour, heart rate sensors, and head position 

tracking, future research can concentrate on 

increasing detection accuracy.   
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