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ABSTRACT 
 

In this paper, we efficiently analyze the trend of the disasters and minimize the consequent loss of data in future to 

manage expectations, clarity in scope and regular updates. So that false expectation is not created regarding 

potential use for which the system is not designed. A myriad of news and reports that are related to the disaster may 

be recorded in the form of text documents. Here we use the concept of Domain Ontology as a meaningful 

framework for semantic representation of textual information.  The domain experts expect to obtain condensed 

information about the detailed disaster event description. We use multi document summarization technique sentence 

mapping to summarize multiple documents to get the condensed information and we use KPI algorithm to increase 

the efficiency to recover document. 

Keywords: Disaster management, multi-document summarization, ontology, KPI-key performance indicator. 

I. INTRODUCTION 

 

A natural disaster is a sudden calamitous event that 

causes serious disruption in normal function of the 

society. Natural disaster is an adverse event which 

causes destruction of life and property. Any typical 

disaster will also reflect in economic damage as well. In 

order to know about the impact of the disaster and 

minimize the damage in future, we take steps to 

document all information related to the disaster. This 

document consist precise information about the origin of 

the disaster, the intensity and steps taken to overcome 

the loss caused by the disaster.  

 

A simple example of power outage in Miami is taken as 

a disaster and disaster information document is prepared 

by taking into consideration the following details. 

 

1. Date, time and location of the occurrence. 

2. Impact of the disaster. 

3. Total loss incurred. 

4. Steps taken by the officials to recover from 

disaster. 

5. Time taken for recovery. 

 

 

The disaster information table normally consists of a list 

of descriptive sentence that provide the overall summary 

of the disaster being discussed.  

 

Generally there is data damage during disaster which 

leads to loss of important and confidential files. Our 

project is to recover the file lost in a more efficient way 

by using KPI techniques and various other algorithms. 

This is further explained in the next section of the paper. 

 

 

II. METHODS AND MATERIAL 

Proposed Idea 

 

In present scenario, if any Disaster happens suddenly, it      

leads to physical destruction, due to that there is a 

chance of losing the entire files, the entire database will 

be deleted and there will be no chance to get the backup 

data to restore the files in the working database.  

 

In the existing system we use the matching algorithm to 

support service discovery. We build a prototype as a 

middle ware that maintains a set of registries (catalog) 

recording descriptions of geospatial services. But it is 

very complicated to maintain client’s details, Because of 

power issues.  

 

In order to overcome the defects of existing system, we 

use Distributed File System Technique where it allows 
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many clients to have access to the same data/file 

providing important operations (create, delete, modify, 

read, and write). Each file may be partitioned into 

several parts called chunks. Each chunk is stored in 

remote machines. 

 

The advantages of the above mentioned system is, 

1. The recovery from the backup is so fast. 

2. Exact file can be retrieved using KPI technique. 

3. We can maintain communication for long 

duration. 

4. Cost and complexity is very less compared to 

Existing System. 

Techniques 

 

To implement the proposed system we use specific 

algorithm which are discussed below: 

 

A. Sentence Mapping 

 

Ontology in disaster management domain provides us 

abundant conceptual and semantic information, which 

might facilitate the procedure of multi-document 

summarization. To utilize the ontology for better 

understanding the documents, we initially decompose 

the collection of domain-specific documents into 

sentences, and then map each sentence to the ontology 

hierarchy. For each concept of the ontology hierarchy, a 

group of keywords (i.e., nouns) are assigned by the 

experts for the sake of sentence mapping. The procedure 

of sentence mapping is executed based on the following 

criteria. 

 

1) If the sentence is related to only one concept, map 

this sentence to the corresponding concept. 

2) If the sentence is related to two or more concepts, 

map this sentence to the least common ancestor 

(LCA) of these concepts. If the LCA is the most 

general concept of the ontology, then map the 

sentence to the original specific concepts. 

In this process, we calculate the word set overlapping 

between a sentence (only considering nouns in the 

sentence) and the keyword set assigned to each concept 

as the measure of relatedness, and then rank the scores 

to select the most related concept. Since different 

concepts in the ontology have different unambiguous 

representative noun sets assigned by domain experts, it 

is unlikely that the same noun will appear in more than 

one concept. When the condition of the second criterion 

holds, it means that the sentence contains different 

words that can map to different concepts. In order to 

avoid that a single sentence will be linked to multiple 

concepts and thus make more redundant information, we 

introduce the LCA of concepts and link the sentence to 

the LCA if it contains two or more concepts. Based on 

these criteria, we can guarantee that most sentences are 

mapped to at least one concept of the ontology because 

the ontological concepts are representative in a specific 

domain, and the mapping is reasonable since the mapped 

sentences can be regarded as instances of the 

corresponding concept. 

B. Key Performance Indicator 

 

Key Performance Indicators (KPIs) can be defined as 

measures that provide managers with the most important 

performance information to enable them or their 

stakeholders to understand the performance level of the 

organization. KPIs should clearly link to the strategic 

objectives of the organization and therefore help monitor 

the execution of the business strategy. 

 

KPI can be defined as providing the most important 

performance information that enables organizations or 

their stakeholders to understand whether the 

organization is on track or not.  

 

KPI can be defined as providing the most important 

performance information that enables organizations or 

their stakeholders to understand whether the 

organization is on track or not. 

 

C. Distributed File System 

 

It is a file system that allows many clients to have access 

to the same data/file providing important operations 

(create, delete, modify, read, and write). Each file may 

be partitioned into several parts called chunks. Each 

chunk is stored in remote machines. 

 

The distributed file system can be brought in by: 
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Figure 1: Distributed file system 

 

Distributed file system are essential for sharing of data 

and storage space in a distributed system. A view point 

that emphasizes the dispersed structure and 

decentralization of both data and control in the design of 

such systems is established. The concepts of location 

transparency, fault tolerance and scalability are defined 

and discussed in the context of Distributed File System. 

It is claimed that the principle of distributed operation is 

fundamental for a fault tolerant and scalable distributed 

file system. 

 

III. RESULTS AND DISCUSSION 

 
The implementation begins with the user interface, if 

existing user he/she has to login, if new user, he/she has 

to register. After account is created they are allowed to 

upload files based on disasters. Once they upload  ̧ the 

system generates a key for reference. As soon as they 

upload, the file is saved in Distributed Data Base and a 

Backup as a Clustered data base. The key is generated 

with respect to the file location of existing database and 

also the back up. The user has to save the key for each 

and every file manually. If disaster happens the data 

base should always be available for the user. For that 

purpose we summarize multiple documents of disaster 

using sentence mapping to know the intensity of the 

disaster. Hence using KPI technique we improve the 

efficiency of the search to get the appropriate document.  

 

The workflow of the system 

 
Figure 2: workflow of the system 

 

Some values and outcome of the system: 

 

1. To get the document recovered at any cost of 

disaster, how intensive it might be. 

2. Retrieval of documents at a faster pace. 

3. The key technique is used to get the appropriate 

document effectively. 

4. In future, the key database in the client side will 

be developed so that, the user need not save his 

document key or to memorize. In such a system, 

the database will have the name of the document 

uploaded and also the corresponding key 

generated. 

5. To use the database of key with client login 

virtually to save the storage space effectively. 
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Figure 3: System Architecture 

 

IV. CONCLUSION 

 

This system is formulated to efficiently bring back 

the existing data base after disaster and it can also 

be enhance by providing dynamic key storage for 

the file that is being uploaded in a virtual database. 

This promises even more efficient and prominent 

system.  

The advantages of the system that is discussed in 

this paper are: 

1. Cheap and efficient. 

2. Quick recovery. 

3. More appropriate data can be retrieved. 

4. File and its data are never unavailable.                                           
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