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 Poverty causes the majority of the Indonesian population to face 

challenges in fulfilling basic needs such as clothing, food, and shelter. The 

factors that play a role in determining the poverty rate in Indonesia tend 

to vary in each province; this is due to the diverse conditions resulting 

from spatial heterogeneity. However, poverty in Indonesia is not only 

influenced by factors from various regions but also by the conditions of 

the districts/cities within them. Districts/cities within a province form a 

spatial hierarchy structure. Therefore, in this study, the Hierarchical 

Linear Model (HLM), Geographically Weighted Regression (GWR), and 

Hierarchical and Geographically Weighted Regression (HGWR) methods 

were applied to determine the best model among the three methods in 

analyzing the factors affecting the poverty rate in Indonesia with a spatial 

hierarchy structure. The results of the analysis show that the HGWR 

method is the best model compared to HLM and GWR, as evidenced by 

the higher 𝑅2 value of 0.8004 compared to HLM and GWR. Based on the 

HGWR model, most of the local estimators for population dependency 

ratio (𝐺1), adjusted per capita expenditure (𝐺2), and economic growth rate 

(𝐺3) showed significance in provinces located in eastern Indonesia. In 

addition, the fixed effects and random effects estimators, namely the 

percentage of households without access to electricity (𝑋1), the ratio of 

per capita normative consumption to net product (𝑋2), and the percentage 

of households without access to clean water (𝑋3), also have a significant 

influence on the poverty rate in Indonesia. 
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I. INTRODUCTION 

 

Poverty is a problem in development in various parts of 

the world, including in Indonesia. The impact of 

poverty involves the difficulty of a large number of 

Indonesians in meeting basic needs such as clothing, 

food, and adequate shelter [1]. Therefore, poverty 

reduction has become a top priority in various regions 

around the world, especially in areas with high poverty 

rates. Data from [2] shows that in September 2022, the 

poverty rate in Indonesia was still relatively high. 

Although there was a decrease when compared to 

September 2021, the reduction was not so significant. 

The poverty rate in September 2022 reached 9.57 

percent, or around 26.36 million people living below 

the poverty line. 

 

Various factors cause the high poverty rate in Indonesia, 

and analysis of these factors cannot be done 

simultaneously in each region because each region may 

have different causes of poverty. Each province in 

Indonesia has further potential in terms of economy, 

education, health, and others, indicating a spatial effect 

called spatial heterogeneity. One method that is often 

used to analyze spatial heterogeneity is Geographically 

Weighted Regression (GWR). GWR is the 

development of a global regression model into a local 

regression [3]. 

 

The approach used by GWR is a point approach where 

each parameter value is estimated at each observation 

location point, resulting in different parameter 

estimates at each location. To produce other parameter 

estimates at each location, the GWR model requires a 

weight matrix formed from a weight function that is 

influenced by bandwidth [4]. Bandwidth is the radius 

of a circle in which points within it are still considered 

to affect the formation of model parameters at an 

observation location [5]. 

 

However, the poverty rate in Indonesia is not only 

influenced by factors from various provinces but also 

by the conditions of the districts/municipalities within 

them, such as the difficulty of access to the area, which 

can be the cause of the lack of infrastructure supporting 

economic activities. Therefore, the poverty rate in 

Indonesia can be influenced by factors from two levels, 

namely provinces and districts/municipalities. The 

kabupaten/kota level within the province level forms a 

spatial hierarchy structure, where several 

kabupaten/kota are grouped based on the spatial 

location of the province. This results in several 

districts/municipalities being allocated to the exact 

coordinates. 

 

One method that can be used to analyze data with a 

hierarchical structure is the Hierarchical Linear Model 

(HLM), also known as a multilevel model [6], [7]. HLM 

is a development of regression analysis that aims to 

handle homogeneity within groups and heterogeneity 

between groups [8]. In HLM, two types of variables are 

commonly used, namely group-level variables and 

sample-level variables. Group-level variables describe 

the characteristics of specific groups (such as province, 

block, school, etc.). In contrast, sample-level variables 

include individual observations within the group (such 

as city, house, student, etc.). The effects of some 

sample-level variables are similar across groups, so they 

are modeled with fixed coefficients (effects), while 

others are modeled individually, i.e., with random 

effects. However, for group-level variables, HLM can 

only be modeled with fixed effects. 

 

With the development of statistical analysis methods, 

[9] proposed the Hierarchical and Geographically 

Weighted Regression method, abbreviated as HGWR, 

which is a spatial modeling method designed for data 

with a spatial hierarchical structure. As the name 

implies, the HGWR method is a combination of HLM 

and GWR. In the HGWR model, spatial effects are 

divided into three types, namely global fixed, local 

fixed, and random. Therefore, the purpose of this study 

is to determine the best model between the HLM, 

GWR, and HGWR methods in analyzing the factors 



International Journal of Scientific Research in Science, Engineering and Technology | www.ijsrset.com | Vol 11 | Issue 1 

Cintia Septemberini  et al  Int J Sci Res Sci Eng Technol, January-February-2024, 11 (1) : 260-271 

 

 

 

 
262 

that influence the poverty rate in Indonesia with a 

spatial hierarchy structure. 

 

II.  METHODS AND MATERIAL 

 

A. Material 

The data used in this study is poverty data in Indonesia 

obtained from the publication of the Central Statistics 

Agency in 2022. The data structure studied consists of 

two levels, namely district/city as the sample level and 

province as the group level. The research was 

conducted on 514 districts/cities from 34 provinces in 

Indonesia. The response variable used is the percentage 

of poor people per district/city in Indonesia in 2022, 

while the explanatory variables used: 

- District/city level: 

𝑋1 : percentage of households without access 

to electricity (%) 

𝑋2 : ratio of per capita normative 

consumption to net product 

𝑋3 : percentage of households without access 

to clean water (%) 

- Province level: 

𝐺1 : population dependency ratio 

𝐺2 : adjusted per capita expenditure 

(thousand rupiah) 

𝐺3 : economic growth rate (%) 

Based on the variables used, the data structure formed 

can be seen in Table 1. 

B. Methods 

Data analysis was carried out using R software version 

4.2.2 with the steps of data analysis in this study are as 

follows: 

1. Exploring the data visually to determine the 

characteristics of each variable, both response 

variables and explanatory variables, based on the 

district/city level and provincial level. 

2. Conduct HLM analysis with the following steps: 

a) Estimating the parameter values of the model to 

be built using the following equation: 

𝑦𝑖𝑗 = 𝛽𝑗0 + 𝛽𝑗𝑋1
𝑋1𝑖𝑗 + 𝛽𝑗𝑋2

𝑋2𝑖𝑗 
(1) 

  +𝛽𝑗𝑋3
𝑋3𝑖𝑗 +∈𝑖𝑗 

𝛽𝑗0 = 𝛾00 + 𝛾0𝐺1
𝐺1𝑗 + 𝛾0𝐺2

𝐺2𝑗  

  +𝛾0𝐺3
𝐺3𝑗 + 𝛿𝑗0  

𝛽𝑗𝑋1
 = 𝛾𝑥10 

𝛽𝑗𝑋2
 = 𝛾𝑋20 + 𝛿𝑗𝑋2

 

𝛽𝑗𝑋3
 = 𝛾𝑥30 

where 

𝑦𝑖𝑗 : observation value of the 

response variable in the 𝑖-

th sample in the 𝑗 -th 

group 

𝑋1𝑖𝑗 , 𝑋2𝑖𝑗, 𝑋3𝑖𝑗 : observation value of the 

explanatory variable in 

the 𝑖-th sample in the 𝑗-th 

group 

𝛽𝑗0, 𝛽𝑗𝑋1
, … , 𝛽𝑗𝑋3

 : coefficient estimated 

using the sample in the 𝑗-

th group 

𝐺1𝑗, 𝐺2𝑗, 𝐺3𝑗 : observation value of the 

explanatory variable in 

the 𝑗-th group 

𝛾00, 𝛾0𝐺1
, … , 𝛾𝑋30 : coefficient for 

𝛽𝑗0, 𝛽𝑗𝑋1
, 𝛽𝑗𝑋2

 and 𝛽𝑗𝑋3
 

∈𝑖𝑗 : error value on the 𝑖 -th 

sample in the 𝑗-th group 

𝛿𝑗0, 𝛿𝑗𝑋2
 : error value 𝛽𝑗0 and 𝛽𝑗𝑋2
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Table 1: Two-level spatial hierarchy data structure 

Province District/city 

Response 

variable 

(𝒀) 

Level Explanatory 

Variables District/City 

Province 

Level 

Explanatory 

Variables 

Coordinates 

𝑿𝟏 ⋯ 𝑿𝟑 𝑮𝟏 ⋯ 𝑮𝟑 𝒖𝒋 𝒗𝒋 

1 

1 𝑦11 𝑥111  𝑥113 

𝑔11 

 

𝑔13 𝑢1 𝑣1 ⋮ ⋮ ⋮  ⋮  

𝑛1 𝑦𝑛11 𝑥𝑛111  𝑥𝑛113  

2 

1 𝑦12 𝑥121  𝑥123 

𝑔21 

 

𝑔23 𝑢2 𝑣2 ⋮ ⋮ ⋮  ⋮  

𝑛2 𝑦𝑛22 𝑥𝑛221  𝑥𝑛223  

⋮ ⋮ ⋮ ⋮ ⋯ ⋮ ⋮ ⋯ ⋮ ⋮ ⋮ 

34 

1 𝑦1;34 𝑥1;34;1  𝑥1;34;3 

𝑔34;1 

 

𝑔34;3 𝑢34 𝑣34 ⋮ ⋮ ⋮  ⋮  

𝑛34 𝑦𝑛34;34 𝑥𝑛34;34;1  𝑥𝑛34;34;3  

b) Conduct a significance test using the 𝑡𝑐𝑜𝑢𝑛𝑡value. 

c) Calculating the 𝑅2 value is categorized into 2 types, 

namely marginal 𝑅2  and conditional 𝑅2[10]. The 

marginal 𝑅2 represents the variance explained by 

the factors affected by the fixed effects and is 

defined as follows: 

𝑅𝑚𝑎𝑟𝑔𝑖𝑛𝑎𝑙
2 =

𝜎𝑓
2

𝜎𝑓
2 + 𝜎𝛿

2 + 𝜎∈
2 (2) 

The conditional 𝑅2 is interpreted as the variance 

explained by factors influenced by fixed effects and 

random effects and is calculated by the following 

equation: 

𝑅𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙
2 =

𝜎𝑓
2 + 𝜎𝛿

2

𝜎𝑓
2 + 𝜎𝛿

2 + 𝜎∈
2 (3) 

where 𝜎𝑓
2  is the variance of the fixed effects 

component. 

d) Conclude from the HLM analysis results. 

3. Perform GWR analysis with the following steps: 

a) Finding the optimal bandwidth value based on the 

minimum cross-validation (CV) value. The CV 

value is calculated with the following formula: 

𝐶𝑉(𝑏) = ∑[𝑦𝑗 − 𝑦̂≠𝑗(𝑏)]
2

𝑛

𝑗=1

 (4) 

where 𝑦̂≠𝑗(𝑏) is the estimated value of 𝑦𝑗 with the 

parameter at the 𝑗 -th location omitted in the 

estimation process. The optimal bandwidth is 

obtained through an iteration process by changing 

the bandwidth value (𝑏) until the minimum CV is 

accepted [3]. 

b) Calculate the weight matrix  𝐖𝑗 using the Gaussian 

kernel and Bisquare kernel functions that produce 

the minimum CV value. The spatial weight matrix 

𝐖𝑗 can be described as follows: 

 𝐖𝑗 =

[
 
 
 
𝑤𝑗1 0 … 0

0 𝑤𝑗2 … ⋮

⋮ ⋮ ⋱ 0
0 0 … 𝑤𝑗𝑛]

 
 
 

 (5) 

Gaussian kernel and Bisquare kernel weighting 

functions, according to [11], are as follows: 

- Adaptive Gaussian Kernel 
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𝑤𝑗𝑖 = exp [−
1

2
(

𝑑𝑗𝑖

𝑏𝑗(𝑞)
)

2

] (6) 

- Adaptive Bisquare Kernel 

𝑤𝑗𝑖 = {
(1 −

𝑑𝑗𝑖
2

𝑏𝑗(𝑞)
2)

2

,

0, 𝑑𝑗𝑖 > 𝑏𝑗

𝑑𝑗𝑖 ≤ 𝑏𝑗 (7) 

where 𝑑𝑗𝑖 is the distance of the 𝑗-th location to the 

𝑖 -th location and 𝑏𝑗(𝑞)  is an adaptive bandwidth 

that sets 𝑞  as the nearest neighbor distance from 

the 𝑗-th observation location point. 

c) Estimating the parameter values of the model to be 

built using the following equation: 

𝑦𝑗 = 𝛽𝑗0 + 𝛽𝑗𝐺1
𝐺1𝑗 + 𝛽𝑗𝐺2

𝐺2𝑗 + 𝛽𝑗𝐺3
𝐺3𝑗 

(8)   +𝛽𝑗𝑋1
𝑋𝑗1 + 𝛽𝑗𝑋2

𝑋2𝑗 + 𝛽𝑗𝑋3
𝑋3𝑗

+∈𝑗 

where 

𝑗 : location index expressed by 

a pair of coordinates (𝑢𝑗, 𝑣𝑗) 

𝑦𝑗 : observation value of the 

response variable at the 𝑗-th 

location 

𝐺1𝑗, 𝐺2𝑗, … , 𝑋3𝑗 : observation value of the 

explanatory variable at the 

𝑗-th location 

𝛽𝑗0 : intercept at the 𝑗 -th 

location 

𝛽𝑗𝐺1
, 𝛽𝑗𝐺2

, … . , 𝛽𝑗𝑋3
 : the regression coefficient 

for the explanatory variable 

at the 𝑗-th location 

∈𝑖𝑗 : error value at the 𝑗 -th 

location, which is assumed 

to be free, identical, and 

normally distributed 

[12] stated that the estimation of parameter 

coefficients at each location uses the Weighted 

Least Square (WLS) method, which can be 

represented as follows: 

𝜷̂𝑗 = (𝑿𝑻𝐖𝑗 𝐗)
−1

(𝑿𝑻𝐖𝑗𝒚) (9) 

where 𝜷̂𝑗 = (𝛽̂0, 𝛽̂𝐺1
, … , 𝛽̂𝑋2

)
𝑇

 is a vector 

containing the estimated parameter coefficients for 

each location, 𝑿 is a matrix of explanatory variables, 

𝒚 = (𝑦1, 𝑦2, … , 𝑦𝑛)𝑇 is a vector containing response 

variables, while 𝐖𝑗 is a diagonal matrix that shows 

the spatial weights between the 𝑗-th location and 

other locations. 

d) Test the significance of each observed location 

using the 𝑡𝑐𝑜𝑢𝑛𝑡 value. 

e) Conclude from the results of the GWR analysis. 

4. Conduct HGWR analysis with the following steps: 

a) Find the optimal bandwidth value and calculate the 

weighting matrix using the Gaussian kernel and 

Bisquare kernel weighting functions according to 

equation (6) and (7) based on the minimum CV 

value. 

b) Estimating the parameter values of the model to be 

built using the following equation: 

𝑦𝑖𝑗 = 𝛽𝑗0 + 𝛽𝑗𝑋1
𝑋1𝑖𝑗 + 𝛽𝑗𝑋2

𝑋2𝑖𝑗 

(10) 

  +𝛽𝑗𝑋3
𝑋3𝑖𝑗 +∈𝑖𝑗 

𝛽𝑗0 = 𝛾𝑗00 + 𝛾𝑗0𝐺1
𝐺1𝑗 + 𝛾𝑗0𝐺2

𝐺2𝑗 

  +𝛾𝑗0𝐺3
𝐺3𝑗 + 𝛿𝑗0 

𝛽𝑗𝑋1
 = 𝛾𝑥10 

𝛽𝑗𝑋2
 = 𝛾𝑋20 + 𝛿𝑗𝑋2

 

𝛽𝑗𝑋3
 = 𝛾𝑥30 

where 

𝑦𝑖𝑗 : observation value of the 

response variable in the 

𝑖-th sample in the 𝑗-th 

group 

𝑋1𝑖𝑗, 𝑋2𝑖𝑗 , 𝑋3𝑖𝑗 : observation value of the 

explanatory variable in 

the 𝑖-th sample in the 𝑗-

th group 

𝛽𝑗0, 𝛽𝑗𝑋1
, … , 𝛽𝑗𝑋3

 : coefficient estimated 

using the sample in the 

𝑗-th group 
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𝐺1𝑗, 𝐺2𝑗, 𝐺3𝑗 : observation value of the 

explanatory variable in 

the 𝑗-th group 

𝛾𝑗00, 𝛾𝑗0𝐺1
, … , 𝛾𝑗0𝐺3

 : the coefficient for 𝛽𝑗0 

each 𝑗 -th group or 

location 

𝛾𝑋10, 𝛾𝑋20, 𝛾𝑋30 : coefficient for 𝛽𝑗𝑋1
, 𝛽𝑗𝑋2

, 

and 𝛽𝑗𝑋3
 

∈𝑖𝑗 : error value on the 𝑖 -th 

sample in the 𝑗-th group 

𝛿𝑗0, 𝛿𝑗𝑋2
 : error value 𝛽𝑗0 and 𝛽𝑗𝑋2

 

 Estimation of 𝛾𝑗00, 𝛾𝑗01, 𝛾𝑗02, … , 𝛾𝑗0𝑞  for each 𝑗-th 

group or location using the GWR model based on 

equation (11) below: 

 

where 𝜸̂𝑗0 = (𝛾𝑗00, 𝛾𝑗01, … , 𝛾𝑗0𝑞)  is the vector of 

estimated 𝛾𝑗01, 𝛾𝑗02, … , 𝛾𝑗0𝑞 ; 𝜷0 = (𝛽10, 𝛽20, … , 

𝛽𝑗0)
𝑇

is the coefficient 𝛽𝑗0  estimated from the 

sample level regression model using HLM; 𝑾𝑗 is a 

diagonal matrix showing the spatial weights 

between the 𝑗-th location and other locations or 

groups; 𝑗  is the group or location level index 

expressed by a pair of coordinates (𝑢𝑗, 𝑣𝑗); 𝐆 is the 

group level variable matrix. 

c) Conduct a significance test using the 𝑡𝑐𝑜𝑢𝑛𝑡 value. 

d) Conclude from the results of the HGWR analysis. 

 

III.RESULTS AND DISCUSSION 

 

Data Exploration 

Figure 1 shows that high poverty rates are primarily 

found in eastern Indonesia, such as Papua, Maluku, 

Nusa Tenggara, and parts of Sulawesi. In contrast, Bali 

and North Maluku, which are close to these regions, 

show relatively low poverty rates in their 

districts/municipalities. This reflects the diversity of 

poverty between provinces in Indonesia in 2022, where 

districts/municipalities within one province tend to 

show more homogeneous rates compared to other 

provinces. 

 

 

Figure 1:  Distribution of the percentage of poor 

people per district/city in Indonesia 

Figure 2 reflects that districts/municipalities in Papua 

have a higher percentage of households without access 

to electricity (𝑋1)  and clean water (𝑋3)  than other 

provinces. Limited access to electricity and clean water 

can indicate a decline in welfare, which has the 

potential to increase the percentage of poverty [13], 

which is in line with what is seen in Figure 1, where 

areas with high poverty rates are found in Papua. In 

addition, Figure 2 also reflects that there are still many 

provinces where districts/cities have abysmal 

normative consumptive ratios (𝑋2) . A ratio that 

exceeds 1 indicates that production is lower than 

consumption, reflecting low food security and 

potentially increasing poverty rates [14]. 
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Figure 2:  Boxplot of district level explanatory 

variables 

From Figure 3, it can be seen that the economic growth 

rate (𝐺3)  in Indonesian provinces is not evenly 

distributed and tends to be centered in the range of 4% 

to 5%, and several provinces have values that are far 

different from these values. In contrast, the 

dependency ratio (𝐺1) and per capita expenditure (𝐺2) 

are evenly distributed and not concentrated. However, 

there is still one province that is an outlier in per capita 

expenditure, and the dependency ratio data is skewed 

to the right. In theory, high economic growth and per 

capita expenditure may reflect prosperity as a result of 

poverty reduction [15]. However, a high dependency 

ratio may reflect the burden that must be borne by the 

productiveage population, which could potentially 

increase poverty [12]. 

 

 
 

 

 

Figure 3:  Boxplot of province-level explanatory 

variables 

Results of HLM 

The poverty data in Indonesia has a hierarchical 

structure, so it is modeled using HLM based on 

equation (1), which combines fixed effects and random 

effects. Table 2 shows the coefficient estimates with 

fixed effects, as well as diagnostic information such as 

the marginal 𝑅2 and conditional 𝑅2 of the HLM model. 

The coefficient estimates for the intercept and 𝑋2 are 

presented in map form in Figure 4 as they vary between 

groups affected by random effects. 
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Figure 4:  HLM coefficients estimator with random 

effects 

Table 2 illustrates that the percentage of households 

without access to electricity (𝑋1) and clean water (𝑋3) 

as explanatory variables at the sample level 

(district/city) have a significant influence on the 

percentage of poor people. The coefficient estimates for 

𝑋1  and 𝑋3  show positive values, indicating a 

unidirectional effect on the poverty rate. This 

illustrates that the higher these two explanatory 

variables, the higher the percentage of poor people. On 

the other hand, 𝐺1, 𝐺2,and 𝐺3 as explanatory variables 

at the group level (province) do not show a significant 

effect on the poverty rate. 

Table 2: Diagnostic information from results of HLM 

Explanator

y 

Variables 

Coefficie

nt 
𝒕𝒄𝒐𝒖𝒏𝒕 Diagnostic 

Valu

e 

𝐺1 0.14505 1.271 
Condition

al 𝑅2 

0.70

9 

𝐺2 -0.13959 
-

1.462 

Marginal 

𝑅2 

0.34

0 

𝐺3 -0.09766 
-

1.194 
  

𝑋1 0.13321 
3.715

* 
  

𝑋3 0.28854 
9.047

* 
  

Note: * Significance at 𝛼 = 5% level 

Meanwhile, Table 2 also shows that the conditional 𝑅2 

is much higher than the marginal 𝑅2, illustrating that 

the random effects that cause differences in the 

coefficients in each group (province) contribute 

significantly to the goodness of the model. This 

reinforces the importance of considering spatial 

heterogeneity issues in this study. However, in the 

HLM method, the resulting estimator is global, which 

does not consider the problem of spatial heterogeneity. 

Results of GWR 

GWR is one of the effective methods to overcome the 

problem of spatial heterogeneity in data. The selection 

of the Kernel function with optimum bandwidth is 

essential in the GWR model, and that is why, in this 

study, parameter estimation was performed using 

Adaptive Gaussian and Bisquare Kernels, the results of 

which are presented in Table 3. 

Table 3: Diagnostic information from results of GWR 

with different Kernel functions 

Indicator 

Kernel Function 

Adaptive 

Gaussian 

Adaptive 

Bisquare 

Bandwidth 41 145 

𝑅2  0.7674 0.7842 

The results from Table 3 show that the Adaptive 

Bisquare Kernel performs better than the Adaptive 

Gaussian Kernel because it produces higher 𝑅2 values. 

However, judging from the visualization in Figure 5, 

none of the curves appear normal. Most likely, this 

abnormality is due to the characteristics of the data 

where a large number of observations use the same 

spatial coordinates. This causes a slight change in 

bandwidth to result in the involvement of very 

different observations in each estimation process at any 

given point. Therefore, there can be significant 

fluctuations in the CV values in Figure 5 may occur. 

This is a serious problem of optimizing the bandwidth 

of the GWR model because it is still being determined 

whether a truly optimum bandwidth value can be 

found or there may not even be an optimum value due 

to non-convergence. Thus, for this type of data that has 

a hierarchical structure, the use of the GWR method 
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should be done carefully by considering the potential 

problems in bandwidth optimization. 

 
(a) 

 
(b) 

Figure 5:  Bandwidth optimization of GWR model via 

CV using (a) Adaptive Gaussian Kernel and (b) 

Adaptive Bisquare Kernel 

Based on the GWR performance listed in Table 3, 

Figure 6 only displays the coefficient estimates using 

the Adaptive Bisquare Kernel. In Figure 6, the local 

𝑡𝑐𝑜𝑢𝑛𝑡  values are also used to show the significance 

level of each coefficient estimator based on location. 

Insignificant locations are shown without color, while 

significant locations are colored according to their 

expected value. 

 

 

 

 

 

 
Figure 6:  GWR coefficient estimator with Adaptive 

Bisquare Kernel 

Based on Figure 6, there is information that 

districts/cities in West Kalimantan and Riau Islands 

provinces do not show the presence of variables that 
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have a significant effect. In contrast, all explanatory 

variables appear important in districts/cities in 

Bengkulu and Jambi provinces. The economic growth 

rate (𝐺3)  and the percentage of households without 

access to clean water (𝑋3)  are variables that are 

influential in almost all districts/municipalities in 

Indonesia. However, it is essential to note that the 

accuracy of the standard error calculation can be 

affected by the repeated use of data in estimating the 

coefficients and determining the bandwidth value, so 

there is a possibility of inference errors from the 

significant results of the GWR model [16]. 

 

A. Results of HGWR 

Implementing the method proposed by [9], namely 

HGWR, which is a combination of HLM and GWR. In 

this study, the HGWR model was built according to 

equation (10) using Adaptive Gaussian and Bisquare 

Kernels, as has been applied in the previous analysis 

stage using GWR, and the results are contained in Table 

4. 

Table 4: Diagnostic information from results of 

HGWR with different Kernel functions 

Indicator 

Kernel Function 

Adaptive 

Gaussian 

Adaptive 

Bisquare 

Bandwidth 19 26 

𝑅2  0.8000 0.8004 

Table 4 illustrates that the 𝑅2  values of both Kernel 

types are almost precisely the same. However, based on 

Figure 7, the curve of the Adaptive Bisquare Kernel 

appears more stable as it does not show significant 

fluctuations. Therefore, in this HGWR model, it was 

decided to use the Adaptive Bisquare Kernel function 

as it is considered to provide more reliable results. A 

comparison between Figures 5(b) and 7(b) also shows 

that bandwidth optimization in HGWR offers more 

reliable results, overcoming the problems that arise in 

bandwidth optimization in GWR. In addition, the 

HGWR model has a higher 𝑅2 value compared to HLM 

and GWR. Thus, HGWR is the best method compared 

to HLM and GWR in modeling the poverty rate in 

Indonesia, which has a spatial hierarchy structure. 

 

 
(a) 

 
(b) 

Figure 7:  Bandwidth optimization of HGWR model 

via CV using (a) Adaptive Gaussian Kernel and (b) 

Adaptive Bisquare Kernel 

Figure 8 shows the results of the HGWR coefficient 

estimates, where most of the local estimates for 

variables 𝐺1, 𝐺2,  and 𝐺3 are significant in provinces 

located in the eastern region of Indonesia. According to 

Central Statistics Agency, this might happen because 

provinces in the western region dominate development 

in Indonesia, so factors such as 𝐺1, 𝐺2, and 𝐺3  do not 

have a significant impact directly on the poverty rate 

in provinces located in the western region of Indonesia. 

On the other hand, the variables 𝑋1, 𝑋2,  and 𝑋3  as 

sample-level variables are only involved in the early 

stage, namely in the estimation process using the HLM 
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model. As presented in the HLM results section, 

variables 𝑋1  and 𝑋3  are estimated with fixed effects, 

while 𝑋2  is estimated with random effects. Thus, 𝑋1 

and 𝑋3 have constant estimates, while 𝑋2has estimates 

that vary across groups (provinces). All three estimators 

are significant based on the significance test results 

from the HLM model. 

 

 

 

 

 

 

 

Figure 8:  HGWR coefficient estimator with Adaptive 

Bisquare Kernel 

 

IV. CONCLUSION 

 

Based on the results of the analysis, it can be concluded 

that HGWR is the best method for modeling poverty 

rates in Indonesia, which has a spatial hierarchical 

structure when compared to HLM and GWR. This is 

evident from the higher 𝑅2 value of the HGWR model, 

which is 0.8004, compared to HLM and GWR. HGWR 

is also able to model the spatial hierarchy structure and 

spatial heterogeneity simultaneously. According to the 

HGWR model, most of the local estimators for 

population dependency ratio (𝐺1), adjusted per capita 

expenditure (𝐺2) , and economic growth rate (𝐺3) 

showed significance in provinces located in eastern 

Indonesia. In addition, the fixed effects and random 

effects estimators, namely the percentage of 

households without access to electricity (𝑋1), the ratio 

of per capita normative consumption to net product 

(𝑋2), and the percentage of households without access 

to clean water (𝑋3) also have a significant influence on 

the poverty rate in Indonesia. 
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