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ABSTRACT 

Twitter is a popular social media site where users can share their thoughts and feelings on a variety of topics. 

Sentiment analysis is a method of analysing data and retrieving the sentiment it contains. sentiment data is 

the application of sentiment analysis to social media data in order to extract the user’s expressed sentiments. 

The study in this sector has steadily increased during the last few decades. The reason for this is the data 

complex format, which makes processing tough. Because the social data format is so short, it introduces a 

whole new set of issues, such as the use of slang and abbreviations. In this implementation  we will cover 

somemethodology (SVM&NLP) used and models used, as well as describing a generalised Python-based 

approach 

Keywords: Machine Learning, Sentiment Analysis, Tweet Classify etc. 

 

I. INTRODUCTION 

 

In the recent decade the usage of social media has increased drastically, this drastic increase in usage of social 

media has led to tremendous data collection and storage to respective social media servers. Social media 

companies have a tremendous amount of data stored in their database servers, these servers consist of data like 

user’s contact details, photos, videos, audio files, personal information, feeds uploaded on the social media etc. 

These social media companies use these data for analysis purposes and for making appropriate decisions 

regarding their respective businesses. The data of users collected through user social media accounts can also be 

used for transportation purposes in cities, villages, states, or nations worldwide. These data can help authorities 

handle city or security personnel or governing bodies of that particular city or area. These data can be gathered 

from different social media companies or through their APIs (Application Programming Interface) which is 

accessible through some process of the same. Considering this project we can observe that people using social 

media account does activities such as interacting with each other, having a discussion about some events or 

activities to be performed, and posting feed like photos, videos, articles, audio files, etc. Through the above 

observation, we come to know that above mentioned activities can tell us what is going to happen or what has 

happened in the city or area. These activities can be positive or negative. These positive or negative activities 

may sometimes lead to traffic congestion, chaos, strike, traffic blockage (Jam), etc. that leads to disturbance in 

the traffic flow of the city, and such result may cause GDP change of the city and peace loss. To achieve such 
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project objectives we will be using different algorithms, techniques, and methods that will help to collect data, 

extract them, pre–process them, analyze them, identify sentiments from them, classify them, and then make 

appropriate decisions related to traffic or city good wellness. 

 

II. LITERATURE SURVEY 

 

1. In the proposed methodology Sentiment Analysis, Naive Bayes classification and AdaBoost algorithms are 

used to detect sarcasm on twitter. By using Naive Bayes classification, the tweets are categorized into 

sarcastic and nonsarcastic. Sarcasm is a subtle type of irony, which can be widely used in social networks. 

It is usually used to transmit hidden information to criticize and ridiculea person and to recognize. The 

sarcastic reorganization system is very helpful for the improvement of automatic sentiment analysis 

collected from different social networks and microblogging sites. Sentiment analysis refers to internet 

users of a particular community, expressed attitudes and opinions of identification and aggregation.In this 

paper, to detect sarcasm, a pattern-based approach is proposed using Twitter data. Four sets of features 

that include a lot of specific sarcasm is proposed and classify tweets as sarcastic and non-sarcastic. The 

proposed feature sets are studied and evaluate its additional cost classifications. 

2. Twitter can be identified as one of the largest social networking sites.A large number of users have 

accepted Twitter as a universal platform for spreading news, sharing articles and socializing with other 

people globally. Subsequently, such a high-volume, high-velocity surge of Twitter data generated at each 

second have the potential of being utilized for significant analytical and interpretation purposes. The 

objective of this paper is to demonstrate an easy and simple solution, called Tweet-Analyzer. We propose 

a system to extract real-time Twitter data and to represent the trending Twitter hash tags and active users 

on a bar graph. Tweet Analyzer also makes use of the user’s current location coordinates to represent the 

tweets on a world map. The proposed system can be easily deployed and used for various real-world 

applications such as job search, news updates, and business intelligence. 

3. Twitter can be identified as one of the largest social networking sites. A large number of users have 

accepted Twitter as a universal platform for spreading news, sharing articles and socializing with other 

people globally. Subsequently, such a high-volume, high-velocity surge of Twitter data generated at each 

second have the potential of being utilized for significant analytical and interpretation purposes. The 

objective of this paper is to demonstrate an easy and simple solution, called Tweet-Analyzer. We propose 

a system to extract real-time Twitter data and to represent the trending Twitter hash tags and active users 

on a bar graph. Tweet Analyzer also makes use of the user’s current location coordinates to represent the 

tweets on a world map. The proposed system can be easily deployed and used for various real-world 

applications such as job search, news updates, and business intelligence. 

4. Twitter produces a massive amount of data due to its popularity that is one of the reasons underlying big 

data problems. One of those problems is the classification of tweets due to use of sophisticated and 

complex language, which makes the current tools insufficient. We present our framework HTwitt, built 

on top of the Hadoop ecosystem, which consists of a MapReduce algorithm and a set of machine learning 

techniques embedded within a big data analytics platform to efficiently address the following problems: 

(1) traditional data processing techniquesare inadequate to handlebig data;(2) data preprocessing needs 

substantial manualeffort; (3) domain knowledge is required before the classification; (4) semantic 

explanation is ignored. In this work, these challenges are overcome by using differentalgorithms 
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combined with a Naive Bayes classifier to ensure reliability and highlyprecise recommendations in 

virtualization and cloud environments. These features make HTwitt different from others in terms of 

having an effective and practical design fortext classification in big data analytics. The main contribution 

of the paper is to propose a framework for building landslide early warning systems by pinpointing useful 

tweets and visualizing them along with the processed information. We demonstrate the results of the 

experiments which quantify the levels of overfitting in the training stage of the model using different 

sizes of real-world datasets in machine learning phases. Pharmaceutical innovation faces challenges. 

Research merges quantum computing and machine learning to revolutionize drug discovery, simulation, 

and safety assessment for expedited progress.[19] Our results demonstrate that the proposed system 

provides high-quality results with a score of nearly 95. The detailed survey provided in paper [13]. 

Cyberattacks surge. Cybercriminals seek efficient channels to spread malware via images. JPEGVigilant, a 

machine learning method, identifies malicious JPEGs using 10 derived properties.[18] 

 

III. PROPOSED SYSTEM 

 

A) Problem Statement: 

Given a status or a comments of that status, classify whether that is of positive, negative, or neutral sentiment. 

For status or comments conveying both a positive and negative sentiment, whichever is the stronger sentiment 

should be chosen and average count will be given at last. 

B) Block Diagram: 

 
Fig:Architectural Diagram 

C) Software Requirement:  

RAM : 8 GB 

Processor : Intel i5 Processor 

IDE :Spyder 

Coding Language : Python Version 3.8 

Operating System : Windows 10(64 Bit) 

 

D) Hardware Requirement:  

Speed : 1.1 GHz 

Hard Disk : 40 GB 

Key Board : Standard Windows Keyboard 

Mouse : Two or Three Button Mouse 

Monitor : LCD/LED 
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E) Algorithm/Workflow of system: 

o Start 

o Identify the Data 

o SVM,NLP 

o Check the target 

 

IV. METHODOLOGY IMPLEMENTATION 

 

The model explained here can be extended to improve user experience, provide additional functionalities and 

optimize processing power. Machine Learning techniques are simpler and efficient than Symbolic techniques. 

These techniques can be applied for twitter sentiment analysis. Classification accuracy of the feature vector is 

tested using different classifiers like Nave Bayes, SVM, Maximum Entropy and Ensemble classifiers. All these 

classifiers have almost similar accuracy for the new feature vector . 

1. Firstly we gather CSV dataset. 

2. After data collection done then we prepare data using preprocessing. 

3. Training:-After preprocessing done we have to train dataset by using SVM ,NLP algorithm. 

4. Testing we use train model for testing and detect sentiments positive or negative and for accuracy of data 

we use confusion matrix showing the accuracy. 

❖ Support Vector Machine (SVM) is a popular machine learning algorithm for sentiment analysis. Here's a 

high-level overview of how you can use SVM for sentiment analysis in a software project using social 

media data: 

1. Data Collection: Gather social media data containing text (e.g., tweets, Facebook posts, reviews). 

2. Data Preprocessing: Clean the data by removing special characters, numbers, and stopwords. Tokenize 

the text and convert it into numerical features using techniques like TF-IDF (Term Frequency-Inverse 

Document Frequency). 

3. Labeling: Label the data as positive, negative, or neutral based on the sentiment expressed in the text. 

4. Splitting Data: Split the data into training and testing sets for model evaluation. 

5. Model Training: Train an SVM model using the training data. SVM tries to find the hyperplane that best 

separates the positive and negative samples. 

6. Model Evaluation: Evaluate the model using the testing data to measure its performance in predicting 

sentiment. 

7. Deployment: Integrate the trained SVM model into your software project to analyze sentiment in real-

time social media data. 

❖ Natural language processing (NLP) algorithms to analyze and classify text data into positive, negative, or 

neutral sentiments. One popular approach is to use a deep learning mode such as a recurrent neural 

network (RNN) or a transformer model like BERT. Here's a general outline of how you can use such 

models for sentiment analysis: 

1. Data Collection: Gather social media data containing text (e.g., tweets, Facebook pos reviews). 

2. Data Preprocessing: Clean the data by removing special characters, numbers, and stopwords. Tokenize 

the text and convert it into numerical representations suitable for chosen deep learning model. 

3. Labeling: Label the data as positive, negative, or neutral based on the sentiment expressed in the text.  



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) 

Volume 11, Issue 7, May-June-2024 Page No 162-170 
 

 

 

 

166 

4. Splitting Data: Split the data intotraining and testing sets for model evaluation.  

5. Model Training: Train a deep learning model (e.g., RNN, LSTM, BERT) using the trainig data. Use pre-

trained embeddings (e.g., GloVe, Word2Vec) orfine-tune the embedding during training. 

6. Model Evaluation: Evaluate the model using the testing data to measure its performance in predicting 

sentiment. Use metrics like accuracy, precision, recall, and F1-score.  

7. Deployment: Integrate the trained NLP model into your software project to analyze sentiment in real-

time social media data.  

 

V. RESULT 

 

Input to the program is always gives the sentiments with accuracy chart and sentiments of human being by 

analyzing the data. 

Input 1 : This page shows the dashboard of project which consists of tabs like login and resister. 

Output 1: 

 
Fig: output 1 

Input 2: Registration form  consist of some text bar for registering the details of user for database after entering 

details register button is used. 

Expected output:All the entered data should accept and save in database. 

Output 2: 

 
Fig: output 2 

Input 3: Enter right username and password. 

Expected output:Check username and password is correct or not. 

Output 3: 
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Fig: output 3 

 

Input 4:This page shows the control panel and some functions for test the data. 

Output 4: 

 
Fig: output 4 

Input 5: Data display shows the trained data after entering sentiments data  it shows the result. 

Expected output:Analysing the data and give review  like positive review and negative review.  

Output 5: 

 
Fig:Output5 

 

Output 5: 

 
Fig:Output6 
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Output 5: 

 
Fig:Output7 

 

Input 7:Showing the accuracy of trained data. 

Output 7: 

 
Input 8:Showing the trained data in excelfile. 

Output 8: 

 
Fig:Output8 

 

VI. CONCLUSION 

 

Tweeter Analyzer” is presented that is implemented using simple programming concepts of Python and 

JavaScript.  Tweeter Analyzer is capable of finding out the top ten trending hashtags and users at any given 

point in time and plotting them against their frequency using a bar graph.   
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• The model explained here can be extended to improve user experience, provide additional functionalities 

and optimize processing power. Machine Learning techniques are simpler and efficient than Symbolic 

techniques. These techniques can be applied for twitter sentiment analysis. 

• Classification accuracy of the feature vector is tested using different classifiers like Nave Bayes, SVM, 

Maximum Entropy and Ensemble classifiers. All these classifiers have almost similar accuracy for the new 

feature vector . 
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