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HR analytics and data privacy are becoming more important, 

especially in high regulation industries like healthcare and 

finance, and AI is being used in these analytics more and more. 

However, centralized machine learning approaches are still 

traditionally based on centralizing sensitive employee data across 

various companies, breaking privacy rules, and enhancing security 

threats. In this paper, we discuss how federated learning can be a 

new paradigm of collaborative training of AI models across 

organizations without breaking data privacy. In this work, we 

leverage a federated learning framework to enable healthcare and 

finance companies to jointly train HR analytics models with data 

remaining locally under constraints of privacy regulations. The 

framework protects individual employee data in the collaborative 

learning process, through secure aggregation protocols, 

differential privacy techniques and homomorphic encryption. We 

evaluate the framework on real world datasets and demonstrate 

how the framework improves model performance and privacy 

preservation. We demonstrate in our federated learning results 

that we can achieve similar accuracy as centralized training with 

greatly reduced privacy risk. This research demonstrates the 

potential of federated learning in privacy preserving HR analytics 

and cross organizational collaboration in sensitive industries. 
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I. INTRODUCTION 

 

The use of artificial intelligence (AI) in HR analytics has been growing in popularity, revolutionizing the way 

organizations utilize employee data to make strategic decisions [1]. Companies can leverage machine learning 

algorithms on large HR datasets to uncover workforce trends, enhance employee performance, and optimize 

talent management [2]. However, concerns about data privacy and security, coupled with stringent regulations 

in domains like healthcare and finance, present significant challenges for adopting AI in HR analytics. 

Traditional machine learning methods require organizations to consolidate sensitive employee data in centralized 

storage and processing systems [4]. This creates two primary issues: 

 

1. Privacy and Compliance: Centralized storage introduces risks of non-compliance with regulations such as 

the General Data Protection Regulation (GDPR) and the Health Insurance Portability and Accountability 

Act (HIPAA) [5]. 

2. Security Risks: Centralization creates a single point of failure, increasing vulnerability to data breaches and 

unauthorized access. Furthermore, many organizations hesitate to share proprietary data due to competitive 

concerns and risks of losing valuable assets [7]. 

Federated learning addresses these challenges by enabling collaborative AI model training while preserving data 

privacy [8]. Unlike traditional methods, federated learning allows multiple organizations to jointly train machine 

learning models without centralizing data. This approach keeps data local, reduces privacy risks, and ensures 

compliance with data protection laws [9]. Federated learning achieves these benefits through secure aggregation 

protocols and privacy-preserving techniques, enabling organizations to collaboratively derive insights without 

exposing individual-level information [10]. 

In this paper, we explore privacy-preserving HR analytics using federated learning in the healthcare and finance 

industries. We propose a federated learning framework that enables collaborative model training while 

maintaining data privacy and regulatory compliance. Secure aggregation protocols, differential privacy, and 

homomorphic encryption are integrated into the framework to protect individual employee data during the 

learning process. The framework's effectiveness is evaluated using real-world datasets, demonstrating its 

capability to maintain privacy while achieving competitive model performance. 

The main contributions of this paper are: 

1. Proposing a federated learning framework for privacy-preserving HR analytics to facilitate inter-

organizational collaboration. 

2. Incorporating secure aggregation protocols, differential privacy, and homomorphic encryption to safeguard 

individual employee data during model training. 

3. Evaluating the framework using real-world datasets from healthcare and finance, demonstrating that it 

achieves comparable performance to centralized training while preserving privacy. 

The remainder of this paper is organized as follows: Section II discusses related work on HR analytics, federated 

learning, and privacy-preserving techniques. Section III describes the proposed federated learning framework. 

Section IV outlines the experimental setup and evaluation methodology. Section V presents the results and their 

implications. Section VI concludes the paper and suggests future research directions. 
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II. RELATED WORK 

A. HR Analytics and Data Privacy 

HR analytics has garnered significant attention for its ability to revolutionize human resource management 

practices and facilitate data-driven decision-making [1]. By leveraging machine learning algorithms, HR analytics 

enables organizations to extract valuable insights from employee data, including predicting employee turnover, 

identifying high-potential employees, and optimizing workforce planning [2], [3]. However, the use of sensitive 

employee data raises concerns about privacy and security, particularly in regulated industries like healthcare and 

finance. 

Privacy challenges in HR analytics have been widely studied. Angrave et al. [4] emphasize the ethical 

implications of using employee health data for predictive analytics, highlighting the need for transparent data 

governance and privacy controls. Similarly, Jarrahi et al. [5] address privacy risks associated with using social 

media data for HR analytics, advocating for informed consent and respect for individual privacy rights. 

To address privacy concerns, researchers have proposed methods such as anonymization [6], access control 

mechanisms [7], and privacy-preserving data mining algorithms [8]. However, these approaches often 

compromise data utility and fail to address privacy risks in collaborative settings where data is shared across 

organizational boundaries [9]. 

B. Collaborative Model Training with Federated Learning 

Federated learning has emerged as a promising paradigm for collaborative machine learning without centralized 

data storage [10]. In federated learning, multiple parties (e.g., organizations or devices) collaboratively train a 

machine learning model by sharing model updates instead of raw data [11]. Each party trains a local model on its 

data and sends the model updates to a central server, which aggregates them to refine a global model [12]. This 

process repeats iteratively until the global model converges. 

The primary benefit of federated learning is its ability to leverage combined data without exposing individual-

level information, thus reducing privacy risks and ensuring compliance with data protection regulations [13]. 

Federated learning has been successfully applied in domains such as mobile computing [15], healthcare [16], and 

finance [17], demonstrating its potential for privacy-preserving collaborative learning. 

However, federated learning poses challenges, including: 

 

• Potential privacy leakage through shared model updates, requiring additional privacy-preserving techniques 

such as secure aggregation [19] and differential privacy [20]. 

• Data heterogeneity across parties, which can affect model performance and convergence. 

• Communication overhead, which may impact efficiency [21]. 

 

C. Privacy-Preserving Techniques for Federated Learning 

Several privacy-preserving techniques have been developed to enhance the privacy guarantees of federated 

learning: 

1. Secure Aggregation Protocols: Secure aggregation allows the computation of aggregate statistics (e.g., sums 

or averages) over distributed data without revealing individual values. Cryptographic techniques such as 

homomorphic encryption or secret sharing are used to ensure the central server learns only aggregate results, 

not individual contributions [19]. 
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2. Differential Privacy: Differential privacy ensures that the presence or absence of any individual data point 

has minimal impact on the learning outcome. Noise is added to model updates before sharing them with the 

central server to protect individual data points [20], [22]. 

3. Homomorphic Encryption: Homomorphic encryption enables computation on encrypted data without 

decryption, allowing the central server to aggregate encrypted model updates without learning their 

contents [23]. Although homomorphic encryption provides strong privacy guarantees, it introduces 

significant computational overhead, potentially affecting efficiency [24]. 

While significant progress has been made in privacy-preserving techniques for federated learning, challenges 

remain. Open research areas include balancing privacy with model utility, addressing non-IID (non-independent 

and identically distributed) data distributions, and mitigating risks from malicious participants [25]. 

 

III. METHODOLOGY 

This work introduces a Federated Learning Framework for privacy-preserving HR analytics. The framework 

enables organizations, particularly in the healthcare and finance industries, to collaboratively train machine 

learning models over their employee datasets without the need to share data across organizational boundaries. 

The proposed framework consists of three core components: (1) local model training, (2) secure aggregation, and 

(3) global model updates. The architecture of the proposed framework is depicted in Figure 1. 

 
 

Fig1: Federated Learning Framework Architecture for HR Analytics 

 

A. Local Model Training 

Each participating organization retains its own local dataset, containing sensitive employee records. These 

datasets remain private and are not shared with other participants. Using their respective local datasets, 

organizations train machine learning models tailored to specific HR analytics tasks, such as predicting employee 
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turnover or identifying high-potential talent. Models like logistic regression, decision trees, or neural networks 

are employed, with the choice depending on the specific HR analytics problem. 

 
B. Secure Aggregation 

After local model training, organizations engage in a secure aggregation protocol to compute aggregated model 

updates without disclosing individual contributions. A secure multi-party computation (MPC) protocol is utilized 

alongside homomorphic encryption to ensure data privacy during aggregation [27]. 

Each organization encrypts its local model updates using a homomorphic encryption scheme (e.g., the Paillier 

cryptosystem [30]) before transmitting them to a central server. The encrypted updates are aggregated by the 

central server without decryption, ensuring that sensitive local data remains confidential. 

 
Fig 2: Secure Aggregation Process 

 

C. Global Model Update 

Once aggregation is complete, the central server updates the global model parameters using the aggregated 

encrypted updates. The updated global model is then shared with all participating organizations, which decrypt 

the model using their private keys. The organizations use the updated global model as a starting point for the 

next cycle of local training. This iterative process continues until the global model converges or a predefined 

number of rounds is reached. 
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D. Protecting Employee Data with Differential Privacy 

To further enhance privacy guarantees, differential privacy techniques are applied during the local model 

training phase [20]. Differential privacy ensures that the inclusion or exclusion of an individual employee record 

has minimal impact on the model, thereby protecting sensitive information. 

The Gaussian mechanism [28] is used to inject noise into local model updates before encryption and aggregation. 

The noise is drawn from a Gaussian distribution with zero mean and a standard deviation calibrated based on the 

desired privacy level (denoted by ε) and the sensitivity of the model updates. This ensures that outputs of the 

federated learning process remain indistinguishable regardless of the inclusion of any single employee record. 

 
Fig 3: Privacy Protection Workflow 

A smaller ε value offers stronger privacy guarantees but may result in reduced model accuracy. This tradeoff is 

carefully managed based on the privacy requirements of the participating organizations. 

 
E. Implementation and Evaluation 

The framework is implemented in Python, leveraging the PySyft library [31] for secure multi-party computation 

and federated learning. A simulated federated learning environment is created with multiple healthcare and 

finance organizations, each retaining their employee datasets locally. 

HR analytics tasks such as employee turnover prediction and high-potential talent identification are modeled 

using machine learning algorithms like logistic regression and neural networks. Datasets are pre-processed to 

ensure consistent feature sets across organizations and address issues like missing values and categorical variables. 

The federated learning process is simulated over several rounds, with each round comprising local model training, 

secure aggregation, and global model updates. Model performance metrics—accuracy, precision, recall, and F1-

score—are evaluated and compared against centralized learning baselines. Privacy loss is quantified using the 

moments accountant [32], which provides tight bounds on cumulative privacy loss over multiple iterations of 

differential privacy mechanisms. 

IV. RESULTS AND DISCUSSION 

A. Model Performance 

The federated learning framework is evaluated on real-world datasets from healthcare and finance organizations. 

Table 1 summarizes the results, including accuracy, precision, recall, and F1-score for federated learning (FL) 

and centralized learning (CL) models. 

Table 1 : Performance Comparison for Federated Learning vs. Centralized Learning 

HR Analytics Task Model Accuracy Precision Recall F1-Score 

Employee Turnover FL 0.85 0.82 0.87 0.84 

 
CL 0.87 0.85 0.88 0.86 

High-Potential Identification FL 0.83 0.79 0.84 0.81 
 

CL 0.85 0.82 0.85 0.83 
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The results indicate that federated learning models achieve performance metrics comparable to centralized 

learning models, with only slight reductions in accuracy and precision. This demonstrates the feasibility of 

federated learning for HR analytics tasks while preserving data privacy. 

B. Privacy Analysis 

The privacy guarantees of the framework are analyzed by evaluating the cumulative privacy loss as a function of 

federated learning rounds for various ε values. Figure 2 illustrates the privacy loss across iterations. 

Lower ε values result in stronger privacy guarantees but can lead to reduced model utility. For example, with ε = 

1.0, the cumulative privacy loss after 50 rounds remains below 2.0, providing robust privacy protection. 

C. Scalability and Communication Overhead 

The framework's scalability is evaluated by analyzing communication overhead in terms of model update size 

and the number of communication rounds. Figure 3 presents the communication cost as a function of the number 

of participating organizations. 

Results show that communication costs scale linearly with the number of organizations, while model size impacts 

per-round communication overhead. Techniques like model compression [33] and quantization [34] can be 

employed to mitigate these overheads, improving scalability for larger federated learning deployments. 

 
V. CONCLUSION 

This paper presents a privacy-preserving federated learning framework for HR analytics in sensitive industries 

such as healthcare and finance. By combining secure aggregation protocols, differential privacy, and 

homomorphic encryption, the framework enables collaborative model training while ensuring data privacy. 

The results demonstrate that federated learning can achieve near-equivalent performance to centralized models, 

enabling cross-organizational collaboration without compromising data privacy. Future research will address 

challenges such as non-IID data distributions, robustness against malicious participants, and integration with 

advanced privacy-enhancing technologies. 
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