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ABSTRACT 

 

The cold start problem in recommender systems, especially in the domain of video recommendations, arises when 

new users or items enter the system without sufficient historical data, leading to poor recommendation quality. 

Traditional methods like collaborative filtering (CF) and content-based filtering (CBF) struggle to handle such 

situations effectively. This paper proposes a hybrid recommendation model that integrates CF, CBF, and deep 

learning techniques to address the cold start problem. The model leverages user profiles, item metadata, and 

contextual information to improve the quality of recommendations in sparse data scenarios. A series of 

experiments conducted on benchmark datasets, including MovieLens and YouTube-8M, show that the proposed 

hybrid model significantly outperforms traditional CF and CBF models in terms of key evaluation metrics such 

as precision, recall, F1-score, and diversity. Particularly in cold start scenarios, the model demonstrates substantial 

improvement, achieving precision rates of 78%, compared to 62% in baseline models. This paper presents not 

only an improved methodology but also experimental validation of its effectiveness in real-world 

recommendation tasks. 

Keywords – Collaborative Filtering, Content-Based Filtering, Deep Learning, Mean Reciprocal Rank, 

Recommendation Systems. 

 

I. INTRODUCTION 

The rise of video streaming platforms, such as YouTube, Netflix, and Amazon Prime, has significantly altered 

how users interact with digital content. These platforms owe much of their success to recommender systems 

that personalize the viewing experience by suggesting content based on user preferences, viewing history, and 

content metadata. Recommender systems help engage users by analyzing their behaviors and providing content 

they are likely to enjoy. However, one of the major challenges that these systems face is the cold start problem. 

The cold start problem occurs when a recommendation system is faced with new users or new items, which 

have little to no interaction history, making it difficult to make relevant recommendations. Traditional 

recommendation approaches, such as collaborative filtering and content-based filtering, often struggle in such 

scenarios. Collaborative filtering relies on the analysis of past user-item interactions to predict preferences, but 

it cannot operate effectively when there is little or no historical interaction data. On the other hand, content-

mailto:sshekharr1@gmail.com


International Journal of Scientific Research in Science, Engineering and Technology (ijsrset.com) 
 1838 

based filtering, which suggests items based on their metadata (e.g., genre, actors, keywords), performs better 

with new items but faces challenges in capturing dynamic user preferences. 

Hybrid models, which combine multiple recommendation strategies, have been developed as a promising 

solution to address the cold start problem. These models leverage the strengths of each individual approach while 

mitigating their weaknesses. Recent advancements in deep learning have also been incorporated into hybrid 

models to further enhance their performance by capturing complex patterns in data that traditional methods 

might miss. The proposed paper focuses on a novel hybrid model that combines collaborative filtering, content-

based filtering, and deep learning techniques to tackle the cold start problem in video recommendation systems. 

The hybrid approach aims to provide more accurate and diverse recommendations by considering user profiles, 

content metadata, and contextual information. 

Contributions of the Paper: 

• Hybrid Model Proposal: Introduces a novel hybrid recommendation model that integrates collaborative 

filtering, content-based filtering, and deep learning techniques to address the cold start problem in video 

recommendation systems. 

• Comprehensive Evaluation: Evaluates the proposed hybrid model using benchmark datasets, 

demonstrating its effectiveness in improving recommendation quality, particularly in cold start scenarios. 

• Performance Improvement: Demonstrates that the proposed hybrid model outperforms traditional 

recommendation methods (such as CF and CBF) in terms of precision, recall, and user satisfaction. 

• Cold Start Handling: Shows that the hybrid model performs significantly better than baseline models in 

cold start scenarios involving new users or items. 

• Enhanced Diversity: Highlights the model’s ability to recommend a more diverse set of videos, which 

leads to increased user engagement and satisfaction. 

II. LITERATURE REVIEW  

The cold start problem in recommender systems arises when there is insufficient interaction data for new users 

or items, making it difficult to provide meaningful recommendations. This issue has been widely studied, and 

several approaches have been proposed to address it. 

Collaborative Filtering (CF) is a popular method in recommendation systems that relies on user-item interaction 

data. CF can be divided into user-based and item-based approaches. In user-based CF, users with similar 

preferences are identified, and items liked by similar users are recommended. In item-based CF, the system 

identifies items that are frequently rated together and recommends them to users. However, CF suffers from 

poor performance when there is insufficient historical data, such as in the case of new users or items [1]. 

On the other hand, Content-Based Filtering (CBF) utilizes item metadata to recommend similar items. For 

instance, video recommendation systems analyze metadata such as genre, directors, and actors. Although CBF is 

more effective for new items, it faces limitations in capturing dynamic user preferences and lacks the ability to 

diversify recommendations [2]. Additionally, CBF is often unable to generate recommendations for new users 

who have minimal interaction history [3]. 

To overcome the limitations of individual methods, Hybrid Models have been introduced. These models 

combine the strengths of multiple recommendation techniques, offering better performance, especially in cold 

start scenarios. The authors of [4] classified hybrid models into seven categories: weighted, switching, mixed, 

feature combination, feature augmentation, cascade, and meta-level. These models aim to integrate the strengths 
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of collaborative filtering and content-based filtering while overcoming their weaknesses in cold start problems 

[5]. 

One notable approach to enhancing hybrid models is the incorporation of deep learning techniques. Recent 

research has demonstrated that deep learning models can capture complex, non-linear patterns in user-item 

interactions. The authors of [6] found that hybrid models combining traditional recommendation methods with 

deep learning improve recommendation accuracy in cold start situations. Deep neural networks (DNNs) provide 

a mechanism for learning intricate relationships between users, items, and contextual information, which is 

particularly useful for new users or items without historical data. 

Moreover, matrix factorization methods such as Singular Value Decomposition (SVD) have been extended to 

incorporate auxiliary information, such as demographic data and item metadata. These methods help address the 

data sparsity issue by factoring both user-item interactions and side information into the recommendation 

process. The authors of [7] discussed how matrix factorization techniques can be adapted for cold start scenarios 

by incorporating additional user and item features, reducing the dependency on user-item interaction data. 

The integration of social network information into recommender systems has also been explored to tackle the 

cold start problem. The authors of [8] demonstrated that social network features, such as users' social connections 

and preferences, can improve recommendation quality, particularly in cold start scenarios. By leveraging the 

relationships between users, these models can infer preferences for new users or items based on social data, 

significantly improving recommendation accuracy. 

Another significant development in addressing the cold start problem involves the use of contextual information. 

Context-aware recommender systems, which consider factors like the time of day, location, and device type, 

have been shown to improve recommendations in scenarios where historical data is sparse. The authors of [9] 

proposed a context-aware hybrid model that integrates both user-item interactions and contextual features, 

which has been shown to outperform traditional methods in cold start scenarios. 

Ensemble learning methods have gained attention for their ability to combine multiple models to improve 

recommendation accuracy. The authors of [10] proposed a weighted ensemble approach where the outputs of 

different recommendation models, including collaborative filtering, content-based filtering, and deep learning, 

are combined based on their individual performance. This method ensures that the final recommendation is 

robust, even in cases of insufficient interaction data for new users or items. 

Furthermore, the authors of [11] explored the application of clustering techniques for addressing the cold start 

problem. By clustering users or items based on similar characteristics or behavior, these methods can generate 

better recommendations for new users or items by grouping them with similar entities. This approach helps 

mitigate data sparsity by utilizing the available metadata or contextual information more effectively. 

In recent years, researchers have focused on improving the diversity and novelty of recommendations. The 

authors of [12] highlighted the importance of diversity in recommendations, particularly in the context of cold 

start problems. They argued that by recommending a diverse set of items, recommender systems can improve 

user satisfaction and engagement, even when historical interaction data is limited. 

Additionally, factorization machines (FM) have emerged as a powerful tool for handling sparse data in 

recommendation systems. The authors of [13] demonstrated that FMs are effective in addressing the cold start 

problem by factoring in both user-item interactions and additional features such as demographic data and 

content metadata. These models can handle large, sparse datasets efficiently, making them suitable for cold start 

scenarios. 
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The incorporation of feedback loops into recommendation systems has also been explored to enhance 

recommendation accuracy. The authors of [14] proposed a model that incorporates explicit user feedback into 

the recommendation process, enabling the system to adapt quickly to new users or items. This approach allows 

the system to refine its predictions over time based on user feedback, which can be particularly useful in cold 

start situations. 

Lastly, the authors of [15] explored the use of reinforcement learning in recommendation systems to 

continuously improve recommendations over time. By treating the recommendation process as a sequential 

decision-making problem, reinforcement learning models can adapt to users' preferences in real-time, providing 

more personalized and relevant recommendations even for new users or items. 

Research Gaps: While previous research has made significant strides in addressing the cold start problem in 

recommender systems, several key gaps remain. Traditional approaches like collaborative filtering (CF) and 

content-based filtering (CBF) struggle to handle cold start scenarios effectively, as they rely heavily on historical 

interaction data or item metadata, both of which are sparse for new users and items. Despite the development 

of hybrid models, which combine the strengths of CF and CBF, many of these models still fail to provide accurate 

recommendations when both user and item data are limited. Furthermore, while matrix factorization methods 

have been extended to incorporate side information, they often require complex tuning and may not generalize 

well across diverse datasets. Deep learning models have shown promise in capturing complex relationships, but 

they often face challenges in interpreting sparse data and require large amounts of training data, making them 

less suitable for cold start problems. Additionally, many existing approaches have not effectively integrated 

contextual information and social network data, which are increasingly seen as valuable in improving 

recommendation quality. 

The research gap, therefore, lies in developing a more robust, scalable solution that combines collaborative 

filtering, content-based filtering, and deep learning while addressing the cold start problem more effectively. 

The proposed method in this paper integrates these techniques into a unified hybrid model, leveraging matrix 

factorization, contextual features, and social network data, thus providing a more comprehensive solution to 

cold start challenges. By combining the strengths of multiple approaches, this method not only improves 

recommendation accuracy but also enhances diversity and novelty, areas that have been inadequately addressed 

in existing research. This comprehensive hybrid approach positions our method as a more effective solution to 

the cold start problem in video recommendation systems. 

III. PROPOSED METHODOLOGY 

The proposed hybrid model integrates collaborative filtering, content-based filtering, and deep learning 

techniques to address the cold start problem in video recommendation systems. The model consists of three 

primary components: 

1. Collaborative Filtering Module: This module leverages user-item interaction data to identify similarities 

between users and items. Matrix factorization techniques, such as SVD++, are employed to enhance the 

model’s performance with sparse data. 

2. Content-Based Filtering Module: This module uses video metadata, such as genre, keywords, and 

descriptions, to recommend similar content. Feature engineering techniques are applied to extract 

meaningful features from metadata. 
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3. Deep Learning Module: This module employs a deep neural network (DNN) to model complex patterns 

and interactions in the data. The DNN integrates user profiles, item metadata, and contextual 

information, such as time of day and device type, to generate personalized recommendations. 

3.1 Collaborative Filtering (CF) Module 

The collaborative filtering module uses SVD++ to predict the rating 𝑦𝐶𝐹,𝑢,𝑖  for user 𝑢 and item 𝑖, considering 

both user and item latent factors as well as implicit interactions. 

Predicted Rating: 

𝑦𝐶𝐹,𝑢,𝑖 = 𝜇 + 𝑏𝑢 + 𝑏𝑖 + 𝑝𝑢. 𝑞𝑖 +
1

√|𝑁(𝑢)|
∑ 𝑦𝑗𝑞𝑖

𝑗𝜖𝑁(𝑢)

 

(1) 

Where: 

• 𝜇: Global average rating across all users and items. 

• 𝑏𝑢: Bias term for user 𝑢. 

• 𝑏𝑖: Bias term for item 𝑖. 

• 𝑝𝑢: Latent feature vector for user 𝑢. 

• 𝑞𝑖: Latent feature vector for item 𝑖. 

• 𝑁(𝑢): Set of items interacted with by user 𝑢. 

• 𝑦𝑗:Implicit feedback vector for item j in 𝑁(𝑢). 

3.2 Content-Based Filtering (CBF) Module 

The content-based filtering module uses item metadata to recommend similar items to the user. Feature vectors 

are generated for users and items using their respective metadata. 

Predicted Rating: 

𝑦𝐶𝐵𝐹,𝑢,𝑖 = cos (𝑓𝑢, 𝑓𝑖) 

(2) 

Where: 

• 𝑓𝑢: Aggregated feature vector for user uuu, computed as the weighted average of feature vectors of items 

the user interacted with:  

𝑓𝑢 =
1

|𝑁(𝑢)|
∑ 𝑤𝑗𝑓𝑗

𝑗∈𝑁(𝑢)

 

(3) 

• 𝑤𝑗  is the weight (e.g., rating or interaction frequency) for item 𝑗. 

• 𝑓𝑖: Feature vector for item 𝑖. 

• 𝑐𝑜𝑑(. , . ) Cosine similarity function. 

3.3 Deep Learning (DL) Module 

The deep learning module employs a Deep Neural Network (DNN) to model complex relationships between user 

profiles, item metadata, and contextual information. 

Input Features: 

The input to the DNN is a concatenated feature vector: 
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𝑋𝑢,𝑖 = [𝑢𝑝𝑟𝑜𝑓𝑖𝑙𝑒 , 𝑖𝑚𝑒𝑡𝑎𝑑𝑎𝑡𝑎, 𝐶𝑐𝑜𝑛𝑡𝑒𝑥𝑡] 

(4) 

Where: 

• 𝑢𝑝𝑟𝑜𝑓𝑖𝑙𝑒: Encoded user profile (e.g., demographic or behavioral features). 

• 𝑖𝑚𝑒𝑡𝑎𝑑𝑎𝑡𝑎: Encoded item metadata (e.g., genre, keywords). 

• 𝐶𝑐𝑜𝑛𝑡𝑒𝑥𝑡: Contextual features (e.g., time of day, device type). 

Predicted Rating: 

The DNN outputs the predicted relevance score: 

𝑦𝐷𝐿,𝑢,𝑖 = 𝜎(𝑊𝐿∅(𝑊𝐿−1,………∅(𝑊1𝑥𝑢,𝑖 + 𝑏𝑖) + 𝑏𝐿−1) + 𝑏𝐿) 

(5) 

Where: 

• L: Number of layers in the DNN. 

• 𝑊𝑙𝑏𝑙: Weight matrix and bias vector for layer 𝑙. 

• ∅(. ): Non-linear activation function (e.g., ReLU). 

• 𝜎(. ): Final activation function (e.g., Sigmoid for binary classification). 

Combined Prediction (Ensemble) 

The outputs from the three modules are combined as: 

𝑦𝑢,𝑖 = 𝑤𝐶𝐹 . 𝑦𝐶𝐹,𝑢,𝑖 + 𝑤𝐶𝐵𝐹 . 𝑦𝐶𝐵𝐹,𝑢,𝑖 + 𝑤𝐷𝐿 . 𝑦𝐷𝐿,𝑢,𝑖 

(6) 

This formulation captures the detailed equations for each module in the proposed hybrid system. 

3.4 Data Fusion 

The outputs from the collaborative filtering, content-based filtering, and deep learning modules are combined 

using a weighted ensemble approach. The weights are optimized based on the performance of each module on 

the validation set. The fused recommendations are ranked based on predicted relevance scores. 

Training and Optimization 

The model is trained in two phases: 

1. Pretraining: Each module is pretrained independently using its respective data and loss function. The 

collaborative filtering module minimizes the mean squared error (MSE) between predicted and actual 

ratings, while the content-based filtering module maximizes cosine similarity between feature vectors. 

The deep learning module is trained using a cross-entropy loss for classification tasks. 

2. Fine-Tuning: The pretrained modules are fine-tuned jointly using a combined loss function that balances 

prediction accuracy and diversity. The fine-tuning process ensures that the hybrid model optimally 

integrates information from all modules. 

The proposed hybrid model can be mathematically represented as a weighted ensemble of the outputs from the 

three modules: Collaborative Filtering (CF), Content-Based Filtering (CBF), and Deep Learning (DL). Here's the 

equation: 

3.5 Hybrid Model Prediction 

𝑌𝑢,𝑖 = 𝑤𝐶𝐹 . 𝑌𝐶𝐹𝑢,𝑖, + 𝑊𝐶𝐵𝐹 . 𝑌𝐶𝐵𝐹𝑢,𝑖 + 𝑤𝐷𝐿𝑢,𝑖
. 𝑌𝐷𝐿,𝑢,𝑖 

(7) 
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Where: 

• 𝑌𝑢,𝑖: Final predicted relevance score for user u and item i. 

• 𝑌𝐶𝐹𝑢,𝑖,: Predicted relevance score from the Collaborative Filtering module for user 𝑢 and item 𝑖. 

• 𝑌𝐶𝐵𝐹𝑢,𝑖: Predicted relevance score from the Content-Based Filtering module for user 𝑢 and item 𝑖. 

• 𝑌𝐷𝐿,𝑢,𝑖: Predicted relevance score from the Deep Learning module for user 𝑢 and item 𝑖. 

• 𝑤𝐶𝐹,𝑊𝐶𝐵𝐹: Weights assigned to each module's output, where 𝑤𝐶𝐹, + 𝑊𝐶𝐵𝐹 + 𝑤𝐷𝐿 = 1 

3.6 Pretraining Loss Functions 

Each module is pretrained independently with its specific loss function: 

1. Collaborative Filtering Loss: 

ℒ𝐶𝐹 =
1

|𝐷|
∑ (𝑟𝑢,𝑖 − 𝑌𝐶𝐹,𝑢,𝑖)

(𝑢,𝑖)∈𝐷

2

 

(8) 

Where 𝑟𝑢,𝑖 is the actual rating for user 𝑢 and item 𝑖 , and 𝐷 is the dataset. 

2. Content-Based Filtering Loss: 

ℒ𝐶𝐵𝐹 =
1

|𝐷|
∑ cos (𝑓𝑢, 𝑓𝑖)

(𝑢,𝑖)∈𝐷

 

(9) 

Where 𝑓𝑢 and 𝑓𝑖  are the feature vectors for user u and item i, respectively. 

3. Deep Learning Loss: 

ℒ𝐷𝐿 =
1

|𝐷|
∑ |𝑟𝑢,𝑖logyDL𝑢,𝑖

+ (1 + 𝑟𝑢,𝑖)log (1 − 𝑌𝐷𝐿,𝑢,𝑖)|

(𝑢,𝑖)𝜖𝐷

 

(10) 

This is the binary cross-entropy loss for classification tasks. 

3.7 Fine-Tuning Loss Function 

The final loss function combines all modules and includes a diversity regularization term: 

ℒ𝐻𝑦𝑏𝑟𝑖𝑑 = 𝛼ℒ𝐶𝐹 + 𝛽ℒ𝐶𝐵𝐹 + 𝛾ℒ𝐷𝐿 + 𝜆ℒ𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 

(11) 

Where: 

• 𝛼, 𝛽, 𝛾: Balancing coefficients for each module's loss. 

• ℒ𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦: Regularization term to encourage diverse recommendations. 

• 𝜆: Hyperparameter controlling the impact of diversity regularization. 

 

IV. RESULTS AND DISCUSSION 

4.1 Experimental Setup 

The proposed model was evaluated using benchmark datasets, including the MovieLens [16] and YouTube-8M 

[17] datasets. These datasets provide diverse user-item interaction data, metadata, and contextual features. The 

model’s performance was compared against traditional collaborative filtering, content-based filtering, and state-

of-the-art hybrid models. 
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4.2 Metrics 

Evaluation metrics included precision, recall, F1-score, mean reciprocal rank (MRR), and normalized discounted 

cumulative gain (NDCG). Additionally, the model’s performance in cold start scenarios was assessed using 

metrics such as coverage and diversity. 

4.3 Results 

 
Figure 1: Precision and Recall Comparison 

Figure 1 compares the precision and recall of the proposed hybrid model against traditional CF and CBF models. 

The proposed model achieves a precision of 86% and recall of 83%, outperforming CF (precision 74%, recall 

70%) and CBF (precision 70%, recall 62%). These results highlight the effectiveness of the hybrid model in 

providing more accurate and reliable recommendations, especially in scenarios with limited user-item 

interaction data (cold start). 

Figure 2 shows the cold start performance of the proposed hybrid model, measured by precision, compared to 

traditional CF and CBF models. The hybrid model achieves a precision of 78%, which is significantly higher 

than the 62% precision of CF and 58% for CBF. This demonstrates that the hybrid model is more effective in 

handling cold start problems, particularly when dealing with new users or items with minimal interaction data. 



International Journal of Scientific Research in Science, Engineering and Technology (ijsrset.com) 
 1845 

 
Figure 2: Cold Start Performance Comparison 

Table 1: Diversity of Recommendations 

Model Diversity Score 

Proposed Hybrid 0.87 

CF 0.75 

CBF 0.68 

 

Table 1 presents the diversity scores for the proposed hybrid model, CF, and CBF. The hybrid model achieves 

the highest diversity score of 0.87, which indicates that it recommends a more varied set of items. In comparison, 

CF and CBF have lower diversity scores, with CF at 0.75 and CBF at 0.68. This result underscores the hybrid 

model's ability to reduce redundancy and increase user satisfaction by providing more varied and diverse 

recommendations. 

 

 
Figure 3: F1-Score Comparison for Different Models 
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Figure 3 compares the F1-scores of the proposed hybrid model against CF and CBF. The F1-score is a balanced 

measure of precision and recall, and the hybrid model achieves an F1-score of 0.84, outperforming CF (F1-score 

0.72) and CBF (F1-score 0.68). This result reinforces the superior performance of the hybrid model in delivering 

both precise and relevant recommendations, especially in cases where data is sparse. 

 

 
Figure 4: Confusion Matrix for Proposed Hybrid Model 

 

The confusion matrix shown here visualizes the performance of the proposed hybrid model in terms of 

classifying relevant and irrelevant recommendations. The matrix indicates that the model successfully predicts 

relevant recommendations (True Positive = 4), while it misclassifies fewer irrelevant recommendations (False 

Positive = 0 and False Negative = 1). The model's ability to correctly classify relevant content demonstrates its 

effectiveness in delivering personalized recommendations, even in cold start scenarios. 

 

Table 2: MRR Scores Comparison 

Model MRR Score 

Proposed Hybrid 0.91 

CF 0.79 

CBF 0.75 

 

Table 2 compares the Mean Reciprocal Rank (MRR) of the proposed hybrid model, CF, and CBF. The hybrid 

model achieves an MRR of 0.91, indicating that it ranks relevant recommendations higher than CF (MRR of 

0.79) and CBF (MRR of 0.75). This result highlights the effectiveness of the hybrid model in ranking relevant 

videos at the top of the recommendation list, leading to a better user experience. The values of Table 2 also shows 

in the form of bar chart in Figure 5. 
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Figure 5: Mean Reciprocal Rank (MRR) Score Comparison 

 

V. CONCLUSION 

This presented a novel hybrid recommendation model that integrates collaborative filtering, content-based 

filtering, and deep learning techniques to address the cold start problem in video recommendation systems. By 

combining the strengths of multiple recommendation strategies, the proposed model effectively overcomes the 

limitations of traditional methods, which struggle in scenarios where historical user-item interactions are sparse. 

The experimental results demonstrate the superior performance of the hybrid model across various evaluation 

metrics such as precision, recall, F1-score, and diversity. Specifically, the hybrid model shows a notable 

improvement in cold start scenarios, where it achieves a precision of 78%, a substantial improvement over the 

62% achieved by baseline methods. Furthermore, the model's ability to recommend more diverse and relevant 

content enhances user satisfaction, making it a promising approach for real-world video recommendation 

systems. Future work will focus on incorporating additional contextual features, such as social network data and 

dynamic user feedback, to further improve the model's performance. The scalability and real-time applicability 

of this hybrid model in large-scale systems also present exciting avenues for future research. 
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