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ABSTRACT 
 

Twitter is the famous micro blogging site where millions of users share their opinions every day. These opinions are 

important for the researchers or analyst to research about the services or product which in turn helps to study the 

market. Sentiment analysis is the task to extract the clear insight from social data. This process helps to determine 

the emotional tone behind a series of words to gain the overview of the wider public opinion. Intuitively, polarity 

classification is usually used by the companies for market analysis to fetch public opinion about their products. So 

businesses are looking forward to understanding the reviewer’s opinion using sentiment analysis. In this paper, we 

are presenting an approach to implementing a tool that can be used to classify the tweets as positive, negative or 

neutral.  
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I. INTRODUCTION 

 

In recent years, the widespread use of the Internet across 

the various social media has brought the new way of 

collecting information about the opinions of various 

people on a variety of topics. 

 

Twitter is one of the most famous microblogging sites 

which allow registered users to send messages that are 

confined to 140 words called tweets. It is the 

information network that links to the latest stories, ideas, 

opinions, and news. People have widely adopted as it 

can be seen as a good reflection of what is happening 

around the world. 

 

Sentiment analysis is the technique for extracting, 

classifying, understanding and determining the opinions 

evinced in various contents. It is the subfield of NLP 

entailed with the determination of opinion and 

subjectivity in a text. NLP tries to close the gap between 

human and the machine. As we know you that 

Subjective sentiment is the sentence which expresses 

some personal feelings, views and emotions. 

 

The massive increase in the Internet usage and 

interchange of public opinion is the driving force behind 

sentiment analysis. The target of sentiment analysis is to 

identify the sentiments people express and then classify 

the polarity. The sentiment can be classified into three 

categories – positive, negative and neutral. Micro 

blogging site twitter offers valuable information 

imminent into the sentiment analysis. 

 

Table 1: Classification of sentiment analysis and 

subjectivity analysis 

 

 
 

Nowadays, more and more users are flocking around the 

social media to express their political and religious 

views, and the opinion about products and services. And 

opinions are the key influences for the behavior. In this 

paper, the tweets are classified on the basis of their 
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polarity as positive, negative or neutral. Sentiment 

analysis uses the machine learning algorithms to analyse 

data with the goal to extract useful information. 

 
Figure 2 : Workflow Model 

 

II. METHODS AND MATERIAL 
 

RELATED WORK 

 

Social networking sites are playing a crucial role in 

every aspect and in all corners of the world. It has 

become a field of interest for many researchers. Various 

approaches have been adopted to identify 

aspects/opinions from sentences. 

 

The research on sentiment analysis so far has primarily 

focused on two things: identifying whether a given text 

is subjective or objective, and identifying the polarity of 

subjective texts. So, an overview of the existing work is 

presented in this survey paper. 

 

On paper [1] Topic adaptive sentiment model is used in 

the dynamic tweets which demonstrate that model 

outperforms on well-known supervised and ensemble 

classifiers. Here, multiclass SVM is used. The algorithm 

achieves and improves the accuracy and F- score. 

Visualization graph is used to show the effectiveness of 

visualizing trends and intensities on 6 topics of twitter 

corpus. 

 

An approach is used in the paper [2] which 

automatically classifies the tweets as positive, negative 

or neutral with respect to the query term. It uses the POS 

-tagging and the tree kernel to prevent the need for 

feature engineering. But the difficulty increases with the 

complexity. 

 

This paper presents a study and analysis of the 

approaches used in the formal and informal text pieces. 

Here N-gram is used for feature selection. Machine 

learning methods used are SVM, NB, KNN, and DT. 

Out of all SVM performed better in formal classification, 

whereas NB proves to be better in informal classification 

[3]. 

 

On the basis of research [4] it is concluded that SVM 

has high dimensional feature space and gives good 

performance on text categorization. 

The comparison between various algorithms for 

sentiment analysis is described in [6]. Among the used 

algorithms, the random forest provides higher accuracy 

and performance. And the Naïve Bayes can be used 

when there is a low memory requirement with a 

disadvantage that it cannot be used when processing 

power is an issue. 

 

In the article, brief details of SA techniques are 

described [7].The recent trend of SA is summarized 

which helps to acquire a good knowledge of SA. 

 

In this paper, we investigate the classification accuracy 

achieved by a range of machine learning algorithms on a 

Twitter dataset. With each tweet represented in [8] as an 

extremely sparse feature vector, it appears that neural 

network models are not well-suited for classifying short 

text samples using bag-of-words features. 

 

Pre-processing techniques are implemented on the 

machine learning algorithms to perform SA. In [10], it 

focuses on the pre-processing techniques, which is the 

essential task for sentiment analysis. 

 

III. CONCLUSION 

 
This survey paper presented an overview of the recent 

updates in SA algorithms and applications. After 

analyzing, it is clear that sentiment analysis is still an 

open field for research. On the basis of research, we can 

conclude that Naïve Bayes and Support Vector 

Machines are the most frequently used machine learning 

algorithms for SA, although it may have some 

limitations. Many different types of methods are 
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combined to measure the performance of classification 

technique. In future work, more and more research is to 

be done so that the clear perception of the opinions from 

the social media. 
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