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ABSTRACT 

 

The motto of this proposal is to design an area and memory efficient VLSI architecture for million bit multiplier 

design. The proposal work split the multiplier bit into 3FIFO architecture through NTT Ram technology. The 

final architecture include the Synchronizer, state control module as well as 3 state FIFO buffer module .The 

synchronizer module is used to synchronize the NTT RAM and state controller arbiter. The state controller 

module gives the control signal and priority of the multiplier design. The FIFO module is used for split the 

million bit multiplier into 8 bit multiplier i.e 256value.here we are going to design  3fifo module ,so we can 

achieve 256*256*256 bits of value aprx million bit, Based on this technology we have to achieve high speed as 

well as low power dissipation finally memory efficient vlsi architectures. 

Keywords: VLSI, FIFO, NTT, Synchronizer, Statecontroller. 

 

I. INTRODUCTION 

 

This brief proposes a double modulus number 

theoretical transform (NTT) method for million-bit 

integer multiplication in fully homomorphism 

encryption[1]. The employment of double modulus 

enlarges the permitted NTT sample size from 24 to 32 

bits and thus improves the transform efficiency. Based 

on the proposed double modulus method, we 

accomplish a VLSI design of million-bit integer 

multiplier. Implementation results on SPARTON-6 

FPGA  

 

Most of the earlier works focus on reducing the 

multiplication time but give small concern to area 

efficiency. Area efficiency is also moderately 

significant, because high area cost implementations 

normally require a high-end field-programmable gate 

array (FPGA) platform or a high gate count ASIC 

platform, both of which are too costly for practical 

applications. The purpose of this brief is to design a 

fast million-bit integer multiplier without 

compromising its area efficiency in hardware NTT[1]. 

 

In previous works, First implemented technologies on 

million-bit integer multiplier using FHE processing 

and then consider hardware employing fast Fourier 

transform using recursive multiplication Algorithm[2]. 

Third existing an architecture design of 768k-bit 

multiplier on Stratix-V FPGA.In these paper consider 

high speed and low power dissipation memory 

efficient architectures[3].  

 

FPGA Implementation of a large number multiplier 

for FHE explains about 1st plausible scheme for FHE 

and it also advance development in the field of 
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information security[6]. They have long latency 

FPGA Implementation is twice as fast as the same FFT 

algorithm. 

 

Accelerating Integer Based fully Homomorphic 

encryption using combo multiplication explains about 

allows computation on encrypted data[5]. But it is not 

used for real time applications.  

 

VLSI design of a large number multiplier for FHE 

explains discuss about power efficient based on FHE 

and FFT operations[7]. Optimized multiplication 

architectures for accelerating FHE[2] shows that 

speed improvement by factor of 130 is possible 

 

II. EXISTING SYSTEM  

 

In these design, two 1024k bits integers A and B are 

divided into 64k pieces of 32-bit words (the first 32k 

pieces are padding zeros).  A and B modulo p2 = 216 + 

1 is computed and the 17-bit result together with the 

unique word (modulo p1) are input into two 81 × 216 

bits RAMs: NTT_RAM_A and NTT_RAM_B, 

correspondingly.  

 

Then, two pipeline double modulus NTT units are 

employed to designed NTT (A) and NTT (B).  

 

The NTT results are put back into NTT_RAM_A and 

NTT_RAM_B. In the 2nd stage, the digit wise 

multiplication results of C[i] = NTT (A)[i] ∗ NTT(B)[i] 

are designed and the results are stored in a 81 × 216 

bits  

 

RAM (INTT_RAM_C). One pipeline double modulus 

INTT unit is employed to designed INTT(C) and the 

results are put back into INTT_RAM_C. Lastly, the 

INTT results are input to a pipeline CRT-

accumulation unit to obtain the final multiplication 

result. 

 

They use schonhage-strassen large integer 

multiplication algorithm with a maximum word 

length of a few million bits. Number theoretical 

transform: It is generated by fast Fourier transform by 

replacing with a primitive root of unity[1]. 

 Schönhage–Strassen algorithm is a special kind of 

discrete Fourier transform (DFT) defined over a finite 

field Zp = Z/pZ.Let ω be a primitive nth root of unity 

in Zp.a = (a0, a1, . . . , an−1) be a vector of degree n, 

where coefficientai ∈ Zp, i = 0, 1, . . . , n −1. The n-

point NTT of vector a (denotedby NTTnω(a)) is 

defined asAi = NTTnω(a)i =n−1_j=0a jωi j mod p. 

 (1)The n-point inverse number theoretical transform 

(INTT) of vector A (denoted by INTTnω (A)) is 

defined asINTTnω (A) i = n−1 ∗ NTTnω−1 (A) i=n−1 

∗n−1_j=A jω−i j mod p. 

Each NTT point is generated by two modules and the 

result can be generated by chines remainder theorem. 

They can design and implement 12 bit in a NTT 

module. In this Existing they have high end field 

programmable gate array. Its is very much costly for 

practical applications. High area cost implementation 

 

 
Figure 1. multiplication architecture based on double 

modules NTT. 

 

 
Figure 2.VLSI architecture of  integer multiplier 
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 It shows that multiplication architecture based on 

double modules NTT and VLSI architecture of integer 

multiplier. 

III. PROPOSED SYSTEM   

 

In this proposed system to design a area and memory 

efficient VLSI architecture for million bit multiplier 

design. In this to split the multiplier bit into 3FIFO 

architecture through NTT RAM technology. It 

includes Synchronizer, State control module and 

3FIFO buffer module. The synchronizer module is  

used to Synchronizer the NTT RAM and state 

controller arbiter. The state controller module gives 

the control signal and priority of the multiplier design. 

 
Figure 3. NTT RAM through FIFO 

 

 
Figure 4. Synchronizer 

 

 
Figure 5. State controller arbiter 

 

 
Figure 6. Proposed Block diagram  

 

The FIFO module is used for split the million bit 

multiplier into 8-bit multiplier i.e. 256 value. Here we 

are going to design three FIFO module, so we can 

achieve 256*256*256 bits of value approximately 

million bits, based on this Technology. We have to 

achieve high speed as well as low power dissipation. 

At last, efficient VLSI architecture. 

 

FIFO module means buffer module commonly used in 

Digital communication, Digital signal processing, 

VLSI. This FIFO modules are verified using in test 

benches by writing and reading values to and from 

the FIFO while observing the RAM data and the 

condition of output flags. 

 

The synchronizer module is to synchronizer the NTT 

RAM and state controller arbiter. The state controller 

arbiter gives the control signal and priority multiplier 

of the design.   

IV. CONCLUSION 

 

Based on these technology, they have more area 

efficient, significant reduction on computing 

time,Less costly than the cache architecture. We can 

achieve 256*256*256 bits of approximately million bit 

integer multiplier design. 
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