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ABSTRACT 

 

In the era where world runs online the storing and publishing of data online has also increased to a great extent. 

In this era a large amount of information is collected and published to a network which is publically available. 

With the exposure of data comes the risk of information leakage of an individual while publishing the data 

online. Hence for the same we need a security system for preserving the privacy of individual and here the 

concept of preserving privacy in data publishing came into existence. To achieve this privacy different privacy 

models and techniques have been proposed which gives different levels of resistance against different attacks by 

adversaries. In this paper we will discuss about these models and techniques and have a comparative study 

among them. 
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I. INTRODUCTION 

 

The publishing of data involves providing the data for 

public use for further research, study or surveys. But 

when the data is published the identity of individuals 

must be preserved to maintain the privacy. This 

procedure of maintaining the privacy results in loss of 

information of data and decreases its utility. So the 

major challenge in this field is to preserve the privacy 

with minimum data loss. 

 

During the publishing of data we modify the data in 

such a way that it does not lead to identity leak of an 

individual and make it anonymous is a process called 

anonymization. But before anonymization of data we 

need to understand different type of data which exists.  

 

1. Identifier: The fields or values which uniquely 

identify an individual are called Identifier. For 

example name, social security number. 

2. Quasi Identifier: The values which do not directly 

identify an individual but when linked with external 

data set it can lead to identity disclosure as shown in 

fig. 1. 

 

 
Fig. 1: Quasi identifier linkage example. 

3. Sensitive Attribute: The values which a person 

doesn’t want to disclose or share. For example disease 

or salary. 

4. Non Sensitive Attribute: The details even if leaked 

won’t harm the individual are non sensitive attribute. 

Hence in anonymization we remove the identifier 

field from the data set so that no direct identification 

of individual can be possible. Then we modify the 

quasi identifier to prevent from linkage attack before 

publishing the data. Table 1 shows an example of 
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anonymization in which the data is anonymized 

before publishing. In this example the identifiers 

which are name and Social Security Number (SSN) 

are removed. The quasi identifiers in below table are 

date of birth, gender and zip code which are modified 

before publishing. The sensitive field is disease which 

a person does not want to disclose. Here the main 

focus is not to hide the sensitive data but to hide the 

identity of individual whose data is being published. 

 

 
Table 1 :  Anonymization example 

 

II. PRIVACY MODELS 

 

To describe a metrics for privacy or the risk of 

disclosure of identity privacy models were proposed. 

Privacy models describe how much the system is 

capable of handling the attacks made for identity leak. 

Privacy preserving in data publishing has three 

models as described below. 

 

A. k-Anonymity: 

Sweeney and Samarati[1]  proposed an approach for 

protecting the data from record linkage attack. The 

record linkage attack means when the attacker can 

infer the knowledge from linking the published data 

to some externally available data and extract the 

required information from the table. In table 2 we can 

see that the there are two database table. In this the 

attacker can link both the table with common 

parameters like Zip code and DOB and identify the 

disease (sensitive attribute) of particular adversary. 

 

Table 2 : Medical Data Table 

Na

me 

DOB Gender Zip 

code 

Disease 

 2/3/98 Female 221100 Cancer 

 15/1/70 Male 213200 Ulcer 

 4/6/88 Male 211500 Obesity 

 31/8/90 Female 221100 Cancer 

 21/11/98 Female 221100 Cancer 

 8/2/66 Male 213200 Ulcer 

 1/5/73 Male 211500 Obesity 

 6/2/90 Female 221100 Cancer 

 

Table 3 : Voter List 

Name Addres

s 

City Zip 

Code 

Gende

r 

… 

…. …. … …. … … 

John 8/2/66 Delh

i 

22110

0 

Male … 

 

This scenario was handled by k-anonymity. k-

anonymity proposes the dataset should be divided 

into equivalent classes such that for a record with 

given attribute there should be k-1 attributes which 

match those attributes. So basically, it says table is 

divided into equivalence classes where the quasi 

identifier of k rows are indistinguishable in each class. 

Table 4 shows an example of k anonymous table 

where the quasi identifiers such as zip code, age and 

nationality of an equivalence class are similar.  

 

Table 4 : 4-anonymous table 

 

 
 

Attacks on k-anonymity 

Although protecting from record linkage attack k-

anonymity does not protect from attribute linkage 

attack. Attribute linkage attack is the attack in which 
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the if all the members of a group shares a same value 

and then the attacker would need not to precisely 

know the exact record, he can conclude from that 

certain value. As shown in table 4 there is a 4-

anonymous table [2]. In this table the attacker knows 

that Bob lives in zip code 13053 and is of age 35 then 

the attacker knows that Bob’s record number is 

9,10,11,12. So the attacker need not to know exactly 

which is Bob’s record, the attacker can conclude Bob 

is suffering from Cancer. 

 

B. l-diversity 

Prone to attribute linkage attack a new privacy model 

known as l-diversity was proposed Machanavajjhala 

et al. [2]  which can handle the attacks of k-

anonymity. It states that for a data set to be l diverse 

then  in an equivalence class there should be l “well 

represented” values for sensitive attributes in an 

equivalence class. The basic understanding of term 

well represented is that in each equivalence class 

there should be l different values of sensitive 

attributes related to each equivalence class.  

 

Table 5 : 3 diverse table[2] 

 

 
 

In the table 5 with each equivalence class there are 

three different type or we can say 3 well represented 

values of sensitive attribute (here disease) are 

associated. As k-anonymity worked on quasi 

identifiers, l diversity is an extended form of k 

anonymity which works sensitive attributes. 

Attacks on l diversity 

Li et al.[3] in there paper stated that l diversity may 

be difficult and unnecessary to achieve. This was 

explained by taking different examples. Suppose a 

medical data set of test result of virus was taken 

where the result was only sensitive attribute and it 

can be either positive or negative. It was also found 

out of population of 10,000 only 1% of population 

gets infected by the virus that is only 1% gets positive 

result. Then people with positive record will not want 

to disclose this information and people with negative 

class will not mind it the information is leaked. So for 

equivalence with all the negative records 2-diversity 

will be unnecessary to achieve. Now for making 2 

diverse with respect to result there can be at most 

10000*1% = 100 equivalence classes which further 

result into information loss and hence makes it 

difficult to achieve. 

 

Skewness Attack: When the distribution of sensitive 

attribute is skewed in overall table then even though 

l-diversity is satisfied it fails in preventing attribute 

disclosure. Considering above example of virus result 

if a 2-diverse equivalence class has 50% percent of 

people suffering from that disease then any person 

who is in this equivalence class has a risk of 50% 

having that disease, which is 1% compared to overall 

table which also leads to high risk of privacy breach. 

Now we make an equivalence class with 50 members 

and out of which 49 are positive and 1 negative then 

98% of people have result as positive while overall 

table has just 1%. Second if we make an equivalence 

class which has 49 negative records and 1 positive 

record then both the classes will satisfy 2-diverse l-

diversity. But both the classes will have different 

levels of privacy as former will have higher risk of 

privacy breach and later will have comparatively very 

less possibility. 

 

Similarity Attack: Attack in which values of an 

attribute are distinct but similar in meaning or 

semantics.   Consider an example as shown in table 

6[3]. In given example if a attacker knows that the 
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person he is looking for lives in zip code 47653 and is 

of age 25 then the attacker will know the person 

belong to equivalence class one and from this he can 

infer the person has stomach related disease. He can 

also infer person’s salary lies in range of 3K-5K. 

 

Table 6. 3-diverse table of medical record. 

 
 

C. t-closeness : For an equivalence class to have t-

closeness to make sure the distance between an 

equivalence class and overall table for a sensitive 

attribute should not be more than a threshold t. For a 

table to have t-closeness all the equivalence class 

should have t-closeness.the value of t is measured by 

formula of Earth Movers Distance (EMD). There are 

two other distance measures also available called 

Kullback -Leibler  and  variation  distance but they 

fail to consider semantic distance hence EMD is 

used[4]. EMD takes into account the minimum 

amount of work done which is required to move a 

piece of earth into hole. 

 

Limitations of t-closeness: 

Different sensitive values require different levels of 

protection. t-closeness lacks in providing that 

flexibility.In case of numerical sensitive attributes it 

does not prevent from attribute linkage attack[5].It 

also degrades the utility has because distribution 

sensitive attribute should be same in all equivalence 

classes. 

    

 

 

 

 

III. ANONYMIZATION TECHNIQUES 

 

A. Generalization 

In this anonymization technique a specific value of a 

quasi-identifier is replaced by a general value which is 

less specific but maintains the semanticity of value 

which further makes it difficult for the adversary to 

directly identify the targeted record. Table 7[1] shows 

an example of generalization whee quasi identifiers 

such as age and ethnicity is generalized to generic 

range and value.  

 

Table 7 : Generalization 

 

 
 

B. Suppression 

 

A technique in which a value is replaced by any 

special character like ‘*’ or any other character so that 

the replaced value does not gets disclose. Table 8 [6] 

shows and example of suppression in which zip code 

field is suppressed to two digits. Various authors have 

proposed various techniques for suppression. It can be 

done replacing a whole record or by suppressing a 

given value in data set. As per requirement we can 

also suppress the complete attribute or if required 

than for particular value could suppress only a cell 

[6]. 
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Table 8. Suppression example. 

 

 
 

C. Anatomization 

 It is a technique in which the table is divided into 

two tables. One table contains quasi identifier and 

other table contain sensitive attribute. These both 

tables are linked together using a common group id. 

As the data is not changed or replaced it is more 

beneficial for data miners. Table 9(1) a table is divided 

into two tables with common group id in table 9(2) 

[7]. 

Table 9 : Anatomization Example 

 

 
[a] 

 
[b] 

D. Permutation 

It is an advanced approach of anatomization. It 

shuffle attributes present in a quasi identifier group. 

This provides a stronger privacy than anatomization. 

Table10(1) shows an example of permutation[9]. Here 

Bob is 65 years male suffering from Emphysema, Alex 

is 50 year male suffering from Cancer and Lily is 55 

year female suffering from Gastritic. Table10(2) 

shows the result after permutation is applied to table 

where Quasi identifier i.e. age and gender are 

shuffled. Now it will be difficult for the adversary to 

correlate the correct record. 

 

Table 10 : Permutation Example. 

 

 
[a] 

 

 
[b] 

E. Slicing 

A method called slicing was introduced based on 

vertical and horizontal partitioning of data. Vertical 

partitioning includes the attributes are grouped into 

columns, this grouping is done based on the 

correlation between attributes.  

In horizontal partitioning phases the data is divided 

into buckets trying to put highly correlated data 

together. Table 11 shows example of slicing after 

horizontal and vertical partitioning of data[11]. 

 

Table 11 : Slicing example. 
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Slicing hence breaks the correlation between cross 

columns and maintains the correlation inside each 

column [10].  

 

F. Perturbation 

It is technique in which a data is replaced by some 

other synthetic data by applying some noise to the 

data. The data modification is done in a manner in 

which the statistical of data remains unchanged. 

Table 12(1) shows original data set where table 12(2) 

shows a data set in which zip code , age and gender 

has been applied some noise and values has been 

replaced[12]. 

Table 12:Perturbation Example 

 

 
[a] 

 
[b] 

 

Techniques Generalization Suppression Anatomization Permutation Slicing Perturbation 

Advantages This is useful 

as it gives 

different 

schemes for 

generalization 

Offers strong 

privacy as 

hides the data 

where there is 

risk of 

information 

leak 

Does not alters 

the data hence 

very efficient 

for data miners  

Overcomes 

weakness of 

anatomization 

by shuffling 

the data 

without 

modifying it 

Reduces the 

dimensionality 

of data and 

maintain the 

correlation 

between 

attribute which 

is good for 

utility. 

 

It preserves the 

statistical 

information 

even after 

being 

modified. 

Attacks/ 

Limitations 

The more 

generalized 

data the more 

information 

loss and has of 

linkage attack. 

High in 

information 

loss 

Dividing data 

into two table 

does not 

provide good 

privacy. 

Shuffling of 

data will 

remove the 

correlation in 

attributes. 

It is prone to 

linkage of data 

types of 

attacks. 

Just adding 

noise won’t be 

good for 

privacy and 

will lead to 

high 

information 

loss. 

 

IV.  CONCLUSION 

 

Thus with this paper we tried to represent 

importance of privacy models and techniques to 

achieve them. In data publishing we understood the 

fact that to protect the data from unsolicitated 

disclosure of information we need to protect them 

and maintain their privacy. To achieve this privacy 

there is a considerable amount of loss in information, 

so we need a system where we can achieve maximum 

privacy without much loss in information. This paper 

discusses various privacy models which show the how 

achieving privacy model can protect from specified 

attacks. It also shows the drawbacks of each model  

 

and also shows which attacks are still possible on 

those models. This paper shows a stepwise evolution 

of privacy model and why the later models were 

formed. This paper also discusses the anonymization 

techniques available and through which we can 

achieve different privacy models. Each 

anonymization technique has some pros and some 

cons which has also been discussed in this paper. 
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