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ABSTRACT 

 

Twitter may be a platform which can contain opinions, thoughts, facts and alternative info. Within it, several 

and varied communities square measure originated by users with common interests, or with similar ways in 

which to feel a part of the community. This paper presents a doable combined approach between Social 

Network Analysis and Sentiment Analysis. Specifically, we've got tried to associate a sentiment to the nodes of 

the graphs showing the social connections, and this could highlight the potential correlations. the thought 

behind it's that, on the one hand, the constellation will contextualize so, in part, unmask some incorrect results 

of the Sentiment Analysis; on the opposite hand, the polarity of the sensation on the network will highlight the 

role of linguistics connections within the hierarchy of the communities that square measure gift within the 

network. During this work, we tend to illustrate the approach to the difficulty, alongside the system design and, 

then, we tend to discuss our 1st results. 

 

I. INTRODUCTION 

 

Sentiment Analysis (SA) is one in all the foremost 

wide studied applications of tongue process (NLP) and 

Machine Learning (ML). This field has mature 

enormously with the appearance of the online a pair 

of.0. the web has provided a platform for folks to 

precise their views, emotions and sentiments towards 

merchandise, folks and life normally. Thus, the web is 

currently a massive resource of opinion made matter 

knowledge. The goal of Sentiment Analysis is to 

harness this knowledge so as to get vital data 

concerning most popular, that might facilitate build 

smarter business choices, political campaigns and 

higher product consumption. Sentiment Analysis 

focuses on distinctive whether or not a given piece of 

text is subjective or objective and if it's subjective, 

then whether or not it's negative or positive. 

Sentiment analysis deals with the process treatment of 

opinion, sentiment, and sound judgment of texts. 

Sentiment analysis starts with a tiny low question: 

“What others think?”, and at last convert into billions 

of greenbacks of business deal. once the good success 

of Web-2.0, sentiment analysis became a exigent and 

commercially supported analysis field. 

 

II.  LITERATURE REVIEW 

 

1) Sentiment Analysis and Opinion Mining 

AUTHOR: Bing Liu[1] 

Pervasive real-life applications area unit entirely a 

neighbourhood of the explanation why sentiment 

analysis is also a popular analysis draw back. It’s 

together extraordinarily troublesome as a informatics 

analysis topic, and covers many novel sub issues as we 

have a tendency to area unit aiming to see later. to 

boot, there was little or no analysis before the year 

2000 in either informatics or in linguistics. a 

neighbourhood of the explanation is that before then 
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there was little or no opinion text out there in digital 

forms. Since the year 2000, the sphere has matured 

speedily to become one in each of the foremost active 

analysis areas in informatics. It’s together wide 

researched in processing, Web mining, and data 

retrieval. In fact, it's unfold from computing to 

management sciences 

 

2) Thumbs up? Sentiment Classification victimization 

Machine Learning Techniques 

AUTHORS: Bo Pang and Lillian Lee,[2] Shivakumar 

Vaithyanathan 

The problem of classifying documents not by topic, 

but by overall sentiment, e.g., crucial whether or not 

or not a review is positive or negative. Victimization 

film reviews as data, we have a tendency to discover 

that commonplace machine learning techniques 

definitively surpass human-produced baselines. 

However, the three machine learning methods we 

have a tendency to tend to used (Naive mathematician, 

most entropy classification, and support vector 

machines) do not perform additionally on sentiment 

classification as on ancient topic-based categorization. 

we have a tendency to tend to conclude by examining 

factors that build the sentiment classification 

downside harder. 

 

 

3). Adding Redundant options for CRFs-based 

Sentence Sentiment Classification 

AUTHORS: Jun Zhao, Kang Liu, Gen Wang[4] 

Author presents a totally distinctive methodology 

supported CRFs in response to the two special 

characteristics of “contextual dependency” and “label 

redundancy” in sentence sentiment classification. 

we've got an inclination to try to capture the discourse 

constraints on sentence sentiment victimization CRFs. 

Through introducing redundant labels into the 

primary sentimental label set and organizing all labels 

into a hierarchy, our methodology can add redundant 

choices into work for capturing the label redundancy. 

The experimental results prove that our methodology 

outperforms the normal ways that like NB, SVM, 

MaxEnt and commonplace chain CRFs. compared 

with the cascaded model, our methodology can 

effectively alleviate the error propagation among fully 

totally different layers and acquire higher 

performance in each layer. 

 

4) “Examining the role of linguistic knowledge sources 

in the automatic identification and classification of 

reviews, AUTHORS: V. Ng, S. Das gupta, and S. M. N. 

Arifin, [3] 

 

Merchants commerce product on net generally raise 

their customers to share their opinions and active 

experiences on product they have purchased. sadly, 

reading through all shopper reviews is hard, 

significantly for modern things, the quantity of 

reviews is also up to plenty of or even thousands. This 

makes it robust for a possible customer to scan them 

to create degree educated decision. The OpinionMiner 

system designed during this work aims to mine 

shopper reviews of a product and extract high detailed 

product entities thereon reviewers specific their 

opinions. Opinion expressions area unit renowned and 

opinion orientations for each recognized product 

entity area unit classified as positive or negative. Fully 

totally different from previous approaches that used 

rule-based or math’s techniques, we have a tendency 

to propose a novel machine learning approach 

designed below the framework of linguistic method 

HMMs. The approach naturally integrates multiple 

necessary linguistic choices into automatic learning. 

Throughout this paper, we've got an inclination to 

explain the look and main parts of the system. The 

analysis of the planned methodology is given 

supported method net product reviews from Amazon 

and different publically accessible datasets. 

 

5) “Sentiment analysis ofblogs by combining lexical 

knowledge with text classification AUTHORS: 

Melville, W. Gryc, and R. D. Lawrence[5] 

To help users quickly understand the foremost 

necessary opinions from massive on-line reviews, it's a 

necessity to automatically reveal the latent structure 

of the aspects, sentiment polarities, and conjointly the 

association between them. However, there is little or 

no work offered to try and do this effectively. 

throughout this paper, we've got an inclination to 

propose a hierarchic facet sentiment model (HASM) 

to urge a hierarchic structure of aspect-based 

sentiments from unlabeled on-line reviews. In HASM, 

the whole structure may well be a tree. each node 

itself could be a two-level tree, whose root represents 

a side and conjointly the youngsters represent the 

sentiment polarities associated with it. both sides or 

sentiment polarity is sculptured as a distribution of 
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words. To automatically extract every the structure 

and parameters of the tree, we've got an inclination to 

use a theorem datum model, algorithmic Chinese 

building methodology (rCRP), as a result of the 

previous and together infer the aspect-sentiment tree 

from the review texts. Experiments on a pair of real 

datasets show that our model is corresponding to 2 

totally different hierarchic topic models in terms of 

quantitative measures of topic trees. shown that our 

model achieves higher sentence-level classification 

accuracy than previously planned facet sentiment 

joint models. 

 

III. EXISTING SYSTEM 

 

The classical approach to Social Network Analysis 

permits to check the topology of a network through 

the connections that develop among it, giving rise to a 

hierarchy of communities among the most topic. what 

is more, bound kinds of social networks, like Twitter, 

permit to trace relationships additionally in those 

cases during which information isn't mutual: merely a 

node could be a follower of another node. the 

quantity of followers defines partially the recognition 

of a node among the network, however it's not 

capable to indicate if this quality is positive or 

negative. 

 

IV. PROPOSED SYSTEM 

 

Presents a potential combined approach between 

Social Network Analysis and Sentiment Analysis. 

specially, we've tried to and this might highlight the 

potential correlations. the concept behind it's that, on 

some incorrect results of the Sentiment Analysis; on 

the opposite hand, the polarity of the sensation on the 

network will highlight the role of linguistics 

connections in other hierarchy of the communities 

that are gift within the network. 

 

Sentiment analysis may be a useful gizmo for any 

organization or cluster that public sentiment or angle 

towards them is vital for his or her success - 

whichever method that success is outlined. 

On social network, blogs, and on-line forums legion 

folks are busily discussing and reviewing businesses, 

companies, and organizations. and people opinions are 

being ‘listened to’ and analysed. 

 

The results from sentiment analysis facilitate 

businesses perceive the conversations and    

discussions happening regarding them, and helps 

them react and take action consequently. They can 

quickly establish any negative sentiments being 

expressed, and switch poor client experiences into 

superb ones. 

 

 

V. SYSTEM ARCHITECTURE 

 

 
Figure 1. Architecture of the system 

 

By being attentive to and analysing comments on 

social network, government departments will gauge 

public sentiment towards their department and 

therefore the services they supply, and use the results 

to enhance services like parking and leisure facilities, 

native policing, and therefore the condition of roads. 

 

Universities will use sentiment analysis to investigate 

student feedback and comments garnered either from 

their own surveys, or from on-line sources like social 

media. they will then use the results to spot and 

address any areas of student discontentment, 

furthermore as establish and rest on those areas 

wherever students are expressing positive sentiments. 
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VI.    CONCLUSION & FUTURE SCOPE 

 

The rise of social network has fuelled interest in 

sentiment classification. Promptly and properly 

classifying sentiment from the text has become a vital 

task for people and corporations. within the 

development of prediction models to classify the 

reviews, a lot of reliable approaches area unit expected 

to cut back the misclassifications. during this study, 

the results of assorted hybrid ways area unit by trial 

and error evaluated on datasets of various size to be 

used in sentiment mining. Among the ways used, 

hybrid ensemble technique (HEM1) is very strong in 

nature for balanced information models I, II and III, 

that is studied through numerous quality parameters. 

The analysis additionally shows that the compound 

combination of unigram, written word and written 

word performs higher for pretty much all the 

prediction ways. To handle imbalance information 

distribution in real time applications, it's ascertained 

from the results that victimisation SVMs for 

sophistication prediction will be influenced by the 

information imbalance, though SVMs will change 

itself well to a point of knowledge imbalance. To deal 

with the matter, rebalancing the information is 

chosen as a promising direction, however each 

underneath sampling and over sampling have 

limitations. 
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