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ABSTRACT 

 

For years, achievements and discoveries made by researcher are made aware through research papers published 

in appropriate journals or conferences. Many a time, established s researcher and mainly new user are caught 

up in the predicament of choosing an appropriate conference to get their work all the time. Every scientific 

conference and journal is inclined towards a particular field of research and there is a extensive group of them 

for any particular field. Choosing an appropriate venue is needed as it helps in reaching out to the right listener 

and also to further one’s chance of getting their paper published. In this work, we address the problem of 

recommending appropriate conferences to the authors to increase their chances of receipt. We present three 

different approaches for the same involving the use of social network of the authors and the content of the 

paper in the settings of dimensionality reduction and topic modelling. In all these approaches, we apply 

Correspondence Analysis (CA) to obtain appropriate relationships between the entities in question, such as 

conferences and papers. Our models show hopeful results when compared with existing methods such as 

content-based filtering, collaborative filtering and hybrid filtering. 

Keywords : Recommender Systems, Machine Learning, Dimensionality Reduction, Correspondence Analysis, 

Topic Modelling, Linear Transformation, Author Social Network, Content Modelling 

 

I. INTRODUCTION 

 

With the advent of the Internet and the growing 

amount of information available therein, people are 

increasingly resorting to finding information online. 

This in rotate has resulted in a handful of challenges, 

one of the principal  a single for users being finding 

perfectly what they are looking for or for researchers 

to keep up to date on information of whose existent 

they may be unconscious and other in [11]. 

 

In order to address this problem, we aim to build a 

recommender system that recommends the most 

appropriate publication venues for an author. This 

system is exceptionally useful to budding researchers 

who have very little knowledge about the research 

world and also to experienced researchers by saving a 

lot of their time and effort. 

 

In this work, we aim to approach this problem in the 

settings of dimensionality reduction and topic 

modeling. We propose three different methods to 

recommend conferences for researchers to submit 

their paper based on the content of the paper and the 

social network of the authors: two of them involving 

content-analysis and the third one involving social 

network of the authors. Our approach is evaluated 

speculatively using the dataset of recent ACM 

conference publications and, to compare with existing 

methods such as content-based filtering, collaborative 
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filtering and hybrid filtering with promising results. 

However, there are several obstacles that need to be 

addressed in advanced. We list out the challenges 

along based on the massive literature survey.  

 

1. Challenges: We face several challenges when 

working in this domain, as illustrated. 

(a) In all the previous work done related to our 

problem, only a model using the social network of the 

authors has been employed. Content analysis of the 

papers in consideration, to the best of the authors’ 

knowledge, has never been attempted. Just using the 

network of authors, without even looking at the 

paper, is not sufficient to decide where the paper 

should go to. We do incorporate content into our 

work. 

(b) Suggesting conferences to new authors is a very 

tricky business. If the author has not published any 

paper before, he does not have a social network. 

Hence, the current systems would yield a poor 

recommendation. We are considering content of the 

paper lead to better results. 

2. Main Claims: The abstracts of the papers will be in 

consideration for content analysis. The challenges 

raised above are systematically addressed as follows: 

(a) It would be problematic on suggesting 

recommending conferences to authors with no prior 

social network. However, this problem might not 

arise during content-analysis as the author’s social 

network is not in consideration. Just relying on the 

content of the abstract, we recommend suitable 

conferences. In our experiments, to suggest 

conferences to new authors, we observed that this 

method far supersedes the one relying on only his/her 

social network. 

(b) Maximum essence of the relationship between the 

attributes in a table is obtained only in lower 

dimensional subspaces. Thus, when reducing the 

dimension of the matrices using CA, we essentially 

throw out the redundant information while 

maintaining the crucial and important part of them 

that are responsible for the relationships. As an added 

bonus, the reduced dimension increases the efficiency 

of the methods. 

(c) In order to avoid such a confusion, our third 

method does not compose the two matrices. Instead a 

linear transformation is defined between the two 

spaces after reduction of dimension. In essence, after 

constructing the Paper × Words and Words × 

Conference matrices, we apply CA to each of them to 

reduce their dimension and then define a linear 

transformation from one subspace to the other for the 

process of recommendation. 

3. Key tasks of the methods: The key tasks of each of 

the method proposed are as follows: 

Method : Considering the content of the paper and 

composition of matrices.  

✓ We construct a Paper × Words matrix and a 

Words × Conference matrix, where the (i,j)th 

entry of each of the matrices indicate the 

frequency of occurrence of word_j in paper_i and 

word i in the papers published in conference_j 

respectively. 

✓ Then, we compose these two matrices and apply 

CA to obtain the principal column co-ordinates 

corresponding to the conferences. 

✓ We obtain the principal row co-ordinates of the 

paper in need of a recommendation by computing 

it’s tf-idf vector, composing with the Words × 

Conference training matrix and subsequent CA. 

✓ The conference nearest to the paper in the bi-plot 

is recommended as the most suitable one. 

 

II. TECHNICAL APPROACH 

 

Different approaches can be taken to solve the 

considered problem of attempting to recommend 

conferences to authors. Outline of ideas are provided 

and their pitfalls, if any, are mentioned. This 

recommender system unlike most commercial ones 

like recommending books, movies etc.. involves 

people in some sense. Thus, there is an emotional 

connection involved. What this means is, if a 

conference suggested by our system gets a paper 
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rejected, it is highly unlikely that he will use this 

system again. This is not that case with books or 

movie recommenders. So, there is no room for errors 

and less accuracies. Some previous work on this has 

been done by H. Luong et al. [25] who have 

recommended conferences to authors using the social 

network i.e. the co-author network with the same 

dataset. Exploring the possibility of using CA has not 

been attempted before.  

 

We have implemented a total of 6 methods for this 

application and have done a comprehensive 

evaulation of the results. Three of the methods use 

Correspondence Analysis and three of them don’t. 

The first method uses the Author-conference relation 

without taking into account the content of the paper. 

The next two methods use the content along with an 

application of CA to arrive at the results. The 

abstracts of the paper are used for content-analysis. 

This makes sense because the essence of the entire 

paper is contained in the abstract.  

 

The last three methods are respectively: Content-

based filtering, Collaborative filtering and Hybrid 

filtering. Content-based filtering and Hybrid filtering 

use the content of the paper but none of these 

methods employ CA. 

 

Content is obtained in two ways: term frequency-

inverse document frequency (tf-idf) and topics. LDA 

has been used for the latter. For each content-method, 

number of topics used: 100, 200, 400, 600, 800 and 

1000. However, only results for 400 topics are 

displayed in the evaluation, due to there being a very 

vast multitude of results and it would be too 

cumbersome to list all of them. Number of words used 

in tf-idf: 14082. For computing the resultant 

conferences, three methods of similarity have been 

used: euclidean distance, cosine similarity and 

pearson correlation. 

 

In all the methods, 2008−2009 set of papers have been 

used for training and 2010 papers have been used for 

testing. There are a total of 5447 papers for the years 

2008−2010, 3572 for 2008−2009 and 1875 for 2010.  

 

There are a total of 16 conferences. 

The various similarity metrics used in the 

experiments are given below: 

Euclidean distance 

 

𝑑(𝑥, 𝑦) = √∑ (𝑥𝑘 − 𝑦𝑘)2𝑛
𝑘=1       

 

where n is the number of attributes and 𝑥𝑘 and 𝑦𝑘 are 

the 𝑘𝑡ℎ  attributes of the data points x and y, 

respectively. 

 

✓ Cosine Similarity: In this similarity measure, 

items are considered as n-dimensional document 

vectors and their similarity is measured as the 

cosine of the angle that they form between them. 

Thus, if the cosine measure is close to 1, i.e. the 

angle between the two vectors is close to 0, the 

items are considered to be very similar. 

cos(𝑥, 𝑦) =
(x. 𝑦)

ІІ𝑥ІІ ІІ𝑦ІІ
 

where · indicates vector dot product and ІІ𝑥ІІ is the 

norm of vector x. This similarity is also known as the 

𝐿2 Norm. 

 

✓ Pearson Correlation: Correlation between items 

can also measure their similarity, linear 

relationship in this case. Although several 

correlation coefficients can be used, the most 

commonly used one is the Pearson Correlation. 

Given the covariance of data points x and y, Σ, 

and their standard deviation σ, we compute the 

Pearson correlation using: 

 

𝑃𝑒𝑎𝑟𝑠𝑜𝑛(𝑥, 𝑦) =
∑(𝑥,𝑦)

𝜎𝑥×𝜎𝑦
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A. Using Authors-Conferences Matrix 

 a. Data Construction 

From the data collected in the DBLP database, we 

construct the author-conference matrix, where each 

row represents a single author. Here 𝑓𝑖𝑗 represents the 

number of times author ai has published in 

conference 𝑐𝑗. We construct two such matrices: one 

training, say 𝑀𝑡𝑟𝑎𝑖𝑛  and the other a test matrix, 

say 𝑀𝑡𝑒𝑠𝑡 . The training matrix 𝑀𝑡𝑟𝑎𝑖𝑛  is constructed 

from 2008−2009 papers (a total of 3572) and the test 

matrix 𝑀𝑡𝑒𝑠𝑡t is constructed from the 2010 papers (a 

total of 1875). There are a total of 16 conferences. 

 

b. Applied Method 

 

The algorithm followed is given in the following steps: 

 

✓ We compute the standardized residual matrix 

𝑆𝑡𝑟𝑎𝑖𝑛 from  𝑀𝑡𝑟𝑎𝑖𝑛. 

✓ We then obtain the coordinate matrices (both 

standard and principal for rows and columns), 

after decomposing 𝑆𝑡𝑟𝑎𝑖𝑛 using SVD. 

✓ Using the matrix  𝑀𝑡𝑒𝑠𝑡as a supplementary row 

matrix, we compute its principal coordinates 

using the standard column coordinates of 𝑀𝑡𝑟𝑎𝑖𝑛. 

                          𝑐1          𝑐2 …   𝑐𝑀 

𝑎1

𝑎2
⋮
⋮
⋮

𝑎𝑁 [
 
 
 
 
𝑓11       𝑓12 …𝑓1𝑀

𝑓21......

        

𝑓22
⋮
⋮
⋮

…𝑓2𝑀
⋮
⋮
⋮

𝑓𝑁1        𝑓𝑁2…   𝑓𝑁𝑀]
 
 
 
 

 

Figure 1: The Author-Conference matrix 

 

✓ The rows of the supplementary test matrix 𝑀𝑡𝑒𝑠𝑡 

represent individual authors. So, to recommend a 

conference to a paper, which may be written by 

multiple authors: we take all the authors of that 

particular paper and compute the similarity 

(euclidean distance/cosine/ pearson) with each of 

the 16 conferences. For this purpose, we use the 

principal coordinates of the authors and the 

principal coordinates of the conferences. 

✓ We sort the conferences, which maximize the 

sum of the similarity to all the authors of the 

paper in consideration, in decreasing order. 

Maximizing similarity means: minimizing 

euclidean distance/maximizing cosine 

similarity/maximizing pearson correlation. 

✓ We then get a ranked list of recommendations for 

each paper. 

This method has several drawbacks. For one, all the 

new authors (new to these conferences) are all 

recommended the same conference. Thus, this 

approach fails if the author has no publication history. 

Also, this does not capture the essence of the problem 

because we are recommending without even looking 

at the content of the paper in question. Thus, we need 

to look at the content of the paper as well in order to 

make better and more appealing recommendations. 

Here, we have considered each row to be a single 

author. It can also be changed to comprise of multiple 

authors i.e. who have co-authored a paper. In this 

case, there will be more number of entries in the 

matrix and also it will be more sparse. Even in this 

case, the same limitations as above apply and in 

addition, the sparsity, in some sense, also reduces the 

“meaningfulness” between the authors and 

conferences. Applying a dimensionality reduction 

technique like SVD or CA will bring it to a lower-

dimensional subspace which will capture the essence 

of the relation better, rendering the matrix less sparse. 

 

III. EVALUATION AND RESULTS 

 

In this section, we detail the evaluation procedures 

and discuss the results obtained. We have used a total 

of 7 metrics to evaluate the performance of the 

algorithms described above. They were applied on the 

ranked list of recommendations generated by the 

above methods: 

✓ Mean Precision at K (MP@K): The mean 

Precision at K for a set of queries is defined as the 

mean of the Precision at K values for each of 

those queries. Precision at K, P(K), is defined as: 
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𝑃(𝐾)=
No.of relevant documents retrieved in the top K results 

𝐾
 

✓ Mean Recall at K (MR@K): The mean Recall at K 

for a set of queries is defined as the mean of the 

Recall at K values for each of those queries. Recall 

at K, R (K), is defined as: 

R(K)=
No.of relevant documents retrieved in the top K results 

Total number of relevant documents
 

 

✓ Mean Average Precision at K (MAP@K): Mean 

average precision at K for a set of queries is the 

mean of the average precision at K values for each 

of those queries. 

MAP =
∑ AveP(𝑞)𝑄

𝑞=1

𝑄
 

where Q is the number of queries. Here AveP(q) is 

the average precision for the 𝑞𝑡ℎ  query. Average 

precision is defined as: 

AveP =
∑ AveP(𝑃(𝑘) × 𝑟𝑒𝑙(𝑘) )𝑛

𝑘=1

no. of relevant documents
 

 

where rel(k) is an indicator function equaling 1 if the 

item at rank k is a relevant document, zero otherwise. 

P(k) is the precision at k. 

✓ Mean Normalized Discounted Cumulative Gain at 

P (MNDCG@P): Discounted Cumulative Gain 

(DCG) at P is defined as: 

𝐷𝐶𝐺𝑃 = ∑
2𝑟𝑒𝑙𝑖 − 1 

𝑙𝑜𝑔2(𝑖 +  1)

𝑝

𝑖=1

 

where i𝑟𝑒𝑙𝑖  is the relevance score of result i. DCG 

uses a graded scale of relevance and this allows us to 

have preferences in the predicted results. Let us 

assume an ideal sequence of predicted results which 

would yield the maximum DCGP . We call this the 

ideal DCGP, denoted by 𝐼𝐷𝐶𝐺𝑃. The normalized DCGP, 

𝑁𝐷𝐶𝐺𝑃, is the ratio of the obtained DCGPwith that of 

the ideal 𝐼𝐷𝐶𝐺𝑃. This would thus always yield a value 

between 0 and 1. The mean normalized DCGP for a set 

of queries is then the mean of the 𝑁𝐷𝐶𝐺𝑃 values for 

each of those queries. 

✓ Mean Reciprocal Rank (MRR): The reciprocal 

rank of a query response is the multiplicative 

inverse of the rank of the first correct answer. The 

mean reciprocal rank is the average of the 

reciprocal ranks of results for a sample of queries 

Q: 

MRR =
1

|𝑄|
∑

1 

𝑟𝑎𝑛𝑘𝑖

|𝑄|

𝑖=1

 

✓ Mean F-Measure at K (MF-M): The mean F-

measure at K for a set of queries is the mean of the 

F-measures at K for each of those queries. F-

measure is defined as the harmonic mean of 

precision and recall: 

 

F=
2.precision.recall

(Precision+recall)
 

This is the balanced F-score, where the weights of 

precision and recall in the harmonic mean are equal. 

We can also have cases of uneven weights. 

✓ Mean R-Precision (MR-P): The mean R-Precision 

for a set of queries is the mean of the R-Precision 

values for each of those queries. R-Precision is 

defined as the Precision at R, where R is the 

number of relevant documents. At this position, 

the precision and recall values become equal. 

For the experiments, we have chosen the value of K 

and P to be 5. This means that the measures are 

evaluated (which are @K and @P) considering only 

the top 5 of the returned results. For the purpose of 

calculating the metrics, we have defined relevant 

conferences in two cases: 

1. A predicted conference is relevant if it is same as 

the actual conference the paper was originally 

published in (we have that information from the 2010 

data set). For computing DCG in this case, the 

relevant conference (which is the original conference) 

is given a score of 1 and the rest are given scores 0. 

2. A predicted conference is relevant if it belongs to 

the Special Interest Group (SIG) of the actual 

conference the paper was originally published in. For 

computing DCG in this scenario, the original 
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conference is given a score of 2, the other conferences 

in the SIG are given a score of 1 as they are 

considered to be partially relevant. The rest of the 

conferences get a score of 0. 

 

For calculating similarity to determine the ranking of 

the retrieved results, we have used three different 

metrics as previously mentioned: 

 

✓ Euclidean Distance 

✓ Cosine Similarity 

✓ Pearson Correlation 

Table 1: Experimental Parameters for LDA 

 

Parameter Parameter 

Number of Iterations 1000 

Dirichlet Prior α 0.5 

Number of Topics 400 

Number of Training Papers 3572 

Number of Test Papers 1875 

 

Earlier it was explained that the dimension of the 

lower-dimensional subspace for an I ×J matrix is ≤ 

min{I −1, J −1}. Since, we have only 16 conferences 

and more than 1000 papers, the minimum is always 

15. Although the experiments were evaluated for 

more than one subspace, due to lack of space and vast 

multitude of results, we only show the results for a 

10-dimensional subspace. We call this d. In the case 

of third method (Linear Transformation), we reduce 

two matrices independently using CA and hence each 

can be reduced to a different dimensional subspace. 

So, for that method, we show the results for d1 = 10, 

d2 = 10,100, where d1 is the dimension of the 

subspace that the Conference x Words/Topics is 

reduced to and d2 is the dimension of the subspace 

that the Paper x Words/Topics is reduced to. 

 

The experimental parameters used for LDA . For tf-idf, 

14082 words were used. For displaying the results of 

the experiments, the following conventions are used 

 

✓ MAP@5: Mean Average Precision at 5  

✓ MNDCG@5: Mean Normalized Discounted 

Cumulative Gain at 5  

✓ MRR: Mean Reciprocal Rank 

✓ MR-P: Mean R-Precision  

✓ MF-M: Mean F-Measure  

✓  MP@5: Mean Precision at 5 

✓  MR@5: Mean Recall at 5 

Using the above conventions, the evaluations of the 

experiments are given below: 

 

Method: Using Author-Conference Matrix 

 

Here, we present the results for the first method. In 

this case, evaluation has been conducted with two 

matrices. The first matrix is the one constructed from 

the 2010 test dataset. The second matrix is a null 

matrix (all entries are 0). The second matrix is 

required for testing because many authors are 

common in the training and testing set and it is 

highly likely that an author, if published in a certain 

conference, would prefer to publish in it again. 

 

Metrics 

Euclid Cosine Pearson 

Actu

al 
SIG 

Actu

al 
SIG 

Actu

al 
SIG 

MAP@

5 

0.948

3 

0.63

08 

0.94

83 

0.63

08 

0.948

3 

0.6

308 

MNDC

G@55 

0.961

3 

0.83

39 

0.96

13 

0.83

39 

0.961

3 

0.8

339 

MRR 0.948

4 

0.99

61 

0.94

84 

0.99

61 

0.948

4 

0.9

961 

MR-P 0.905

0 

0.65

17 

0.90

50 

0.65

17 

0.905

0 

0.6

517 

MF-M 

at 5 

0.332

8 

0.58

05 

0.33

28 

0.58

05 

0.332

8 

0.5

805 

MP@5 0.199

7 

0.52

25 

0.19

97 

0.52

25 

0.199

7 

0.5

225 

MR@5 0.998

5 

0.65

31 

0.99

85 

0.65

31 

0.998

5 

0.6

531 

Table 2 : Results for Method: Considering the test 

matrix to be built from 2010 papers, d=0 
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Metrics 

Euclid Cosine Pearson 

Actu

al 
SIG 

Actu

al 
SIG 

Actu

al 
SIG 

MAP@

5 

0.202

7 

0.22

53 

0.20

72 

0.22

53 

0.202

7 

0.2

253 

MNDC

G@55 

0.304

2 

0.32

92 

0.30

42 

0.32

92 

0.304

2 

0.3

292 

MRR 0.254

8 

0.42

32 

0.25

48 

0.42

32 

0.254

8 

0.4

232 

MR-P 0.019

6 

0.33

11 

0.01

96 

0.33

11 

0.019

6 

0.3

311 

MF-M 

@ 5 

0.201

3 

0.39

40 

0.20

13 

0.39

40 

0.201

3 

0.3

940 

MP@5 0.120

8 

0.35

46 

0.12

08 

0.35

46 

0.120

8 

0.3

546 

MR@5 0.604

0 

0.44

33 

0.60

40 

0.44

33 

0.604

0 

0.4

433 

Table 3 : Results for Method: Considering the test 

matrix to be a zero (null) matrix, d = 10 

 

Hence, this gives very high accuracy. The only way to 

really put the method to the test it to consider a new 

paper, which has not been published in any of the 

conferences mentioned and then recommend. This is 

why we considered a null matrix. The results are 

given below: 

 

✓ Case 1: Using 2010 test matrix, d = 10. The results 

are displayed in Table 2. 

✓ Case 2: Using null test matrix, d = 10. The results 

are displayed in Table 3. 

As can be seen from the above results, when the input 

is a null matrix, the method performs poorly. 

 

IV. CONCLUSION 

 

Although each of the aforementioned procedures has 

its own advantages, from the surveys obtained, we 

observe the following:  

The content-based methods proposed easily beat 

popular methods like collaborative filtering. This 

shows that for this system, considering content is vital. 

Computing similarities with content in hybrid 

filtering also did not prove to be very helpful, as the 

remainder of the procedure is identical to 

collaborative filtering. 

Content-based filtering is seen to outperform the CA-

based methods. This may be attributed to the fact that 

there is a certain amount of information loss during 

the dimensionality reduction phase, while content-

based filtering utilizes the “pure” raw content.  

In the results obtained, using tf-idf for content proved 

to be better than using topics. This may be due to 

considering a much larger number of words in tf-idf 

representation (14082) than it’s topic counterpart 

(400). Also, the method of generating the topic 

matrices may have influenced the results. 

Lastly, we observe that cosine similarity proves to be 

the best measure to calculate the similarities. 
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