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ABSTRACT 

 

In today’s world of lifestyle, biomedical and healthcare act the main role through which disease in the patient 

can be identified. However, the current solution focuses on communities where the accurate prediction plays a 

major role to find out risk of the disease in the patient. The detection of disease is done by using prediction 

algorithm. Here, machine-learning algorithm is has been used to find the accuracy. The dataset has been is 

collected from certain hospitals and pre-processed where the missing values have been reconstructed before 

prediction process. Due to the huge amount of information in healthcare, the accurate result is the need for 

disease recognition and services. Generally raw data has bad quality because it does have exactness, 

completeness of records fields. Moreover, there would be different exhibits in different regions, the 

appearances of certain diseases, which may also weaken the prediction of the disease outbreak. Using the health 

record, our system received the rate of accuracy is 97%. In this proposed system, we provides prediction of 

various diseases that occurs through using machine learning that will be effective. In urban lifestyle, modern 

large cities have significant adverse effects on health, & increasing risk of diseases. 
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I. INTRODUCTION 

1. Challenges of current disease management 

programs 

• Today, the world has become a challenge due to 

unhealthy lifestyles which result in aging 

problems. On the report of healthcare, millions of 

people die due to some disease problems, as a 

result, there is a need for effective strategies that 

are essential to prevent and manage. There is 72 

program carryout for chronic disease 

management [4]. 

• Prevention and management of ill patients 

required a long period to note the patient’s 

condition, the risk would be, and treatment 

required. The action to improve the management 

which may contain monitoring, checking the 

progress, environmental change which improves 

the health, the services, and the community 

programs. However, the current program focus 

on highly specialized cases. In order to improve 

the continuity, efficiency, and quality of the 

health care services integrated program are 

required. 

2. The role in the model 

• The key principle of the management program is 

to make the process easy and short term. The 

ontology prediction system helps out the people 

to be aware of if they carryout same lifestyle then 

they will be a part of the disease. Even if they are 

not part of it now and in case if they will not 

change their lifestyle accordingly then they will 

be a part of disease sooner or later if they don’t 

change their lifestyle. During this process, the 

patient lifestyle is reviewed based on the features 
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that are collected, analyzed, and evaluated. There 

are lots of computerized tools which are lack in 

inaccuracy and inefficiency of the decision- 

making process. 

3. The objective of this study 

• To contribute to the personal care, and decision 

support system. The main aim is to develop a 

knowledge-based system for the patient, an 

ontology-based framework for prediction of the 

diseases. Prediction of the disease has been 

developed that is based on the patient lifestyle 

and the medical domain. Evaluation of technical 

validation and the functional usability of real-life 

patient analysis. 

 

As stated by the medical report, the death rate of 

humans is high due to disease and around 70% of 

the money is spent over disease treatment. The 

disease is the main reason for death as per the 

report. Thus, the analysis of disease is more 

important to reduce such a problem. At present, 

there is a growth in technology which is paying 

some attention for disease prediction using 

analytics, where accuracy in the threat of disease is 

improved. The handling and processing of the 

measurements can been done, well manner by data 

analysis. The daily lifestyle varies day to day which 

may also result in a certain effect of the disease. 

To solve the problem with both structured and 

unstructured format we determine the threat over 

disease in fields in healthcare. 

First, we pre-processed collected data to find out the 

missing values and the missing values has been 

reconstructed that would help the prediction to 

define with high accuracy rate. Finally, we have 

used multiple algorithms to explore the prediction 

accuracy rate of the risk by disease. The models are 

processed with the combination of both structured 

and unstructured data from hospital records to see 

the predicted result. India is a developing country 

and population wise it is the second- largest 

country. The health care needs of its vast population 

and ensuring accessibility, efficiency, equity, and 

quality of healthcare as India faces a challenge to 

meet its needs [2]. The instrument is found useful 

for investigating patterns and determinants of 

health- promoting lifestyle, as well as the effects of 

interventions to alter lifestyle [3].There is a big 

challenge stands in front of health care organizations 

(hospitals and medical centers) is to provide quality 

service at affordable costs. 

However, it is not that easy to describe static 

standards that meet all patient needs in such volatile 

environments. Here, decisions and management of 

status are usually dependent on the question and 

answering of the medical staff who are involved in 

the healthcare system. For large volumes of data, 

ontology is one of the proposed solutions to deal with 

it [9]. 

• Ontology is defined as shared knowledge, 

incorporates the relevant domain concepts and 

their associated relations. Here, the health status 

of the patient is identified by the ontology-based 

approach which is used by the work proposed a 

smart body environment framework. 

• The misdiagnosis cases of the patient and allow 

dynamic reconfiguration of health disorders 

orders, it is important to develop a 

comprehensive representation of knowledge to 

capture the real context of the patient. 

 

II. RELATED WORK 

 

The domain uses the formal modeling structures by 

explicitly defining the commonly approved 

conceptual model like classes representing concepts, 

properties which describe attributes and relationships 

between the concepts, restrictions which specifies 

logical constraints on concepts like ontology 

facilitates knowledge sharing and reuse in an intuitive 

and machine-understandable way. Instantiated 

domain ontology is also known as a knowledge base, 

which together is problem-solving methods 
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constitutes the foundation of many intelligent 

applications and systems in knowledge-intensive    

domains. However,    it     has   not still been exactly 

standard in this area as the structure of the knowledge 

is a heterogeneity modeled. 

 

In addition, most of these ontologies involve complex 

modeling primitives, making it difficult for 

knowledge engineers as well as healthcare staff with 

no advanced programming skills to understand and 

manipulate. The development of hybrid guidelines of 

a central repository and development of a graphical 

framework for collaborative specification and 

maintenance of guideline- based knowledge [5]. 

 

Here in this study, we have built the ontologies based 

framework on how it can be integrated  and  used. 

Support for the decision-making [6] process was a 

proposed method for representing medical knowledge. 

Multiple sources of patient data are demanded 

collected and analyzed to provide continuous and 

personalized disease management. A simple decision-

making model based on patient specified data 

obtained from the health records. 

 

III. MATERIALS AND METHODS 

 

The model we design goes through different stages 

as shown in figure 3.1 of the stage: 

PreParation:- 

The Preparation is the Processing of the raw data 

and knowledge which would be used for the 

processing purpose. The patient data may come 

from multiple sources, hence normalization is 

required to reduce the heterography of the data. 

The record contains parameters like the physical 

work, food intake, lifestyle through which the 

result conceivable critical or not. 

Pre-processing:- 

Here, we have performed analyzing, grouping, 

removing encoding of data. The data that is 

collected from the hospital is the raw data to make 

for use it should be processed. Data is the group as 

per the need next is to remove unwanted data null 

type of data. For the prediction, the data is required 

to be encoded. 

 

 

Fig. 3.1 Stage Diagram 

 

Prediction and ML algorithm 

The encoded data is used for the prediction of the 

data to find out how fast it works which gives high 

accuracy. The algorithm which takes less time and 

gives high accuracy is performing best on your data. 
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Modeling  

The ontology base model is been developed for the 

prediction of lifestyle data. Ontology is the question 

answering base where it is the relationship-based 

system. Implementation 

For the implementation of the system, we have used 

Django which response to the use. The Gui is made 

through the URL base it is accessed. 

Evaluation 

The final result of the prediction algorithm is 

displayed where there is the a critical patient or not. 

The data of the new patient is taken in accord with 

previous data whether the patient has the chance to 

gate the disease or not is predicted shown in figure 

3.2. 

 

Fig. 3.2 Activity Diagram 

 

IV. SYSTEM IMPLEMENTATION 

To integrate data and achieve accessibility with the 

user application platform, we deployed an 

architecture figure to describe the architecture 

figure 4.1 of our system in three layers. 

• Knowledge layer, which is the compression of 

the records, knowledgebase, domain base of the 

patient. 

• Service Layer provides services like 

normalization, management, decision-making of 

the services. The decision support service, which 

is the compression of the knowledge layer helps 

for decision-making. 

• Application Layer, support user application for 

proving of the standard services which invoke 

the services, retrieves required data of records 

and gave appropriate result. Currently, we have 

developed a URL based application. 

 

Fig. 4.1 Layer Diagram 

 

V. SYSTEM EVALUATION 

 

The combination of different factors that describe 

patient condition what has to happen or is. The 

several discrete values as the number of combinations 

should be taken into consideration. Data quality is 

one of the most important problems in data 

management since dirty data oftentimes leads to 

inaccurate data analytics results and wrong business 

decisions Poor data across businesses and the 

government cost. Not all possible combinations 

reduce significantly the total number of potential 

features that describe each patient [8]. We extract 

information about the disease type over their lifestyle 

and demographics including age, gender, and race. 

Next, we have followed the data organization and 

pre-processing steps. All past patient records are 

organized as follows. 

• Reducing the Number of Features: The Features 

which are not of any use or not used for the 

predication should be removed to reduce the 
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population. 

• Removing Patients With no Record: The patient 

who has no record should be removed since there 

is nothing on which a prediction can be based. 

• Splitting the Data Into a Training Set and a Test 

Set Randomly: we have taken the 30% data as the 

test data and 70% data as the training data. 

• Apply the algorithm: K-Nearest Neighbour, 

Random forest, Decision tree, support vector 

machine, and linear regression. 

• Validation: Through use the algorithm the data is 

predicted to get an accurate result. 

 

We have used the formula to find the accuracy 

of the data they are as follow: 

 

True-Positive Rate = TP / TP + FN (1) 

False-Positive Rate = FP / FP + TN (2) 

True-Negative Rate = TN / TN + FP (3) 

False-Negative Rate = FN / FN + TP (4) 

Accuracy = TP/ (TP+TN)*100% (5) 

 

Table: Symbol table 

 

Symbo

ls 

Description 

TP True Positive 

TN True Negative 

FP False Positive 

FN False Negative 

 

VI. APPROACH / ALGORITHM 

 

In biodiversity, the compilation and cleaning of data 

  

Decision Tree pseudocode: 

 

1. Begin the tree with the root node, says S, which 

contains the complete dataset. 

2. Find the best attribute in the dataset using 

Attribute Selection Measure (ASM). 

3. Divide the S into subsets that contains possible 

values for the best attributes. 

4. Generate the decision tree node, which contains 

the best attribute. 

5. Recursively make new decision trees using the 

subsets of the dataset created in step -3. Continue this 

needed for analyses and prediction of species 

distributions is a time-consuming process requiring a 

solid understanding of data formats and service APIs 

provided by biodiversity informatics 

infrastructures[9]. 

 

Begin with a simple, intuitive problem discussion of 

how ideas from Computational Learning Theory and 

On-Line Algorithms might be fruitfully combined 

and the task each day of predicting whether it will 

rain that day[10]. 

 

A survey of recent advances in the application of 

genetic algorithms to problems in machine learning. 

Genetic algorithms have also been applied to many 

traditional machine learning problems, including 

concept learning from examples, learning weights for 

neural nets, and learning rules for sequential decision 

problems [11]. 

 

Here, we have used a Decision Tree algorithm that 

gives good accuracy as compared to other algorithms. 

The algorithm used is the supervised type of 

algorithm i.e. it makes machine learn explicitly, data 

with clearly defined output is given, Predicts 

outcome/ future, resolves classification, and 

regression problems. Figure 6.1 process until a stage is 

reached where you cannot further classify the nodes 

and called the final node as a leaf node. 
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VII. RESULT AND DISCUSSIONS 

 

The information about patients' healths through 

which the condition of the patient can be seen. This 

system obtains a step ahead of care and prevent 

medical mistakes also it saves their own lives at times 

such that it will reduce the diseases in society. 

Ultimately, it helps us to save the lives of people, 

improve care, and save a significant amount of money. 

Detailed of patient information will be taken and 

which would be evaluated whether it will be in a 

critical state or not as will satisfy it or not. If it is in 

critical state then the patient needs to change his/her 

lifestyle. The Prediction and analysis had been done 

on the data taken from the hospital. Decision tree 

algorithm has been used and it has given 97% good as 

compared to others like K- Nearest Neighbour- 90-

96%, Random Forest-96%, support vector machine- 

67%, and linear regression- 71%. 

 

The problem-solving method for the patient which is 

formalized as an ontology-based model with 

computer- interpretable and human-readable, include 

lifestyle result in prediction. Design to asses the 

patient with different healthcare conditions to model 

with specific criteria. The data classification is done 

on the comparison of critical condition or not, our 

evaluation scheme provides detailed and objective on 

the patient's condition. We have developed a service-

oriented URL based model which widely 

acknowledged in healthcare, to realize the 

accessibility and utility of this model. This model can 

be used for decision-making and productive 

interaction between patients and healthcare providers. 

The framework provides the basic APIs and 

knowledge within the ontology system. We are 

working to solve this problem, to evaluate the 

accuracy of our system and the classification of 

records. 

 

 

 

 

VIII. RESULTS OF ANALYSED DATA 

 

 
Fig. 7.1 Rawdata collected 

 

 
 

Fig. 7.2 Dataset histogram view 

 

The raw data figure 7.1 is collected from the 

healthcare which is required to be processed. Figure 

7.2 are the parameter in the data which to be 

described in the histogram format. The figure 7.3 

shows the encoded data which is used for the farther 

processing purpose. 
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Fig. 7.3 Encode data representation 

 

IX. CONCLUSION AND FUTURE WORK 

 

Here, we have done how techniques from machine 

learning can be used for modeling prediction of 

disease. With the growing availability of data, the 

research focuses on machine-learning approaches that 

will continue to find accurate results. The algorithm 

reaches 97% with a decision tree algorithm as 

compared to several prediction algorithms to reach 

our best. In this domain of the healthcare and the 

medical, evaluation of the performance with 

reference to classification accuracy and 

interpretability are proposed. For knowledge 

injection into input features, objective functions, and 

output labels, we have implemented a different 

algorithms. 

 

Therefore, the analysis over the chronic disease is 

more important to reduce the risk of people's life. The 

result obtained from the predictive algorithms like K- 

Nearest Neighbour- 90-96%, Random forest -96%, 

support vector machine- 67%, and linear regression- 

71%. Where Decision tree provides us with the 

highest rate of accuracy is 97% since they follow the 

random forest. 

 

In this paper, we have proposed an ontology-based 

approach whereas technical level evaluation 

demonstrates validation of the model and functional 

level evaluation shows high accuracy and 

completeness of the decision made. The system will 

help in handling the tracked record of patients. The 

system changes the clinical practice which is the 

creative process to automatically test through 

ontology design. 

 

As future work, we will use a proposed algorithm of 

machine learning and neural network algorithms like 

Naïve Bayes Classification, Ordinary Least Square 

Regression, Ensemble Methods, Apriori Algorithm, 

Principal Component Analysis, Singular Value 

Decomposition, Reinforcement or Semi-Supervised 

Machine Learning, Independent Component Analysis, 

RRNA,CNNA, etc. 
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