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ABSTRACT 

 

Due to the limited bandwidth of Base Station (BS), without task offloading 

strategy in Mobile Edge Computing (MEC) scenarios, it will waste lots of 

resources of mobile edge devices. The greedy algorithm is an effective solution 

to optimize the task offloading strategy in MEC scenarios. It focuses on 

obtaining the maximal value, which consists of energy consumption and 

computation time from BS every step. However, the number of offloading tasks 

is another key optimized target, and it shows not ideal results with the greedy 

algorithm. In this paper, we aim to find a superior strategy to offload the tasks 

in MEC scenarios, which will fully obtain the resources from BS. Because this 

model can be considered as an optimization problem, we propose a task 

offloading strategy with deep reinforcement learning (TO-DRL). Weighted 

sum of task offloading number, energy consumption and computation time is 

the optimization target in this formulated problem. Numerical experiments 

demonstrate that compared with greedy algorithm, TO-DRL shows better 

performance in task offloading number. 

Keywords: Task Offloading, Mobile Edge Computing, Deep Reinforcement 

Learning, Optimization 

 

I. INTRODUCTION 

 

In the context of the Internet-of-Things (IoT) 

development [1,2], the number of mobile phones and 

tasks at a local terminal is exploding. Mobile devices 

often own numerous computing tasks, which can be 

processed by the MEC server beside the BS. Due to 

the limited power and processing ability, computing 

massive tasks at local terminals will cause the phone 

to run out of power soon [3]. Task offloading emerges 

as a promising solution by offloading tasks at local 

terminal to the BS where tasks will be processed and 

then sent back to the terminals, which can reduce the 

energy consumption [3,4]. And its process can be 

shown in the following picture: 

 

 
Fig. 1. Task offloading process 
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However, limited bandwidth makes it impossible to 

offload whole tasks in the scenarios, only a part of 

tasks can be selected to offload to the BS [5]. 

Therefore, a feasible task offloading strategy is 

indispensable to make the whole system achieve 

maximum benefit from the BS. Some researchers 

proposed a greedy algorithm for task offloading to 

obtain the maximal value that consists of power 

consumption and computation time [6]. Nevertheless, 

task offloading number is also an essential considered 

objective which is ignored in the greedy algorithm [7]. 

So, how to choose the suitable tasks to offload under 

the condition of multiple optimization target and 

limited bandwidth is a complicated problem. 

 

Deep Reinforcement Learning (DRL) has been widely 

used since proposed [8, 9]. It combines Deep Learning 

(DL) and Reinforcement Learning (RL) to solve some 

problems with high space complexity which is hard to 

be processed by RL. Under the certain circumstances, 

DRL is considered to be an optimization algorithm. 

Therefore, we proposed an optimization algorithm for 

task offloading with deep reinforcement learning 

(TO-DRL) in this paper. We take the limited 

bandwidth into consideration, then maximize the 

weighted sum of task offloading number, energy 

consumption and computation time. The experiment 

results show that it can achieve superior selection 

strategy. 

 

The contributions of this paper can be summarized as 

follows. This paper aims task offloading number, 

energy consumption and computation time as our 

optimization target, proposing a task offloading 

strategy with TO-DRL, which makes system to obtain 

the maximum benefit from the BS. 

 

The rest of the paper is organized as follows. In 

section II, we introduce task offloading model and 

DRL. Section III presents our optimization algorithm 

for task offloading, TO-DRL. Then, we show the 

experiment results in section IV. Finally, we conclude 

paper in section V. 

II. RELATED WORK   

 

In this section, we first introduce computation of the 

maximum transmission bit rate, energy consumption 

and computation time at terminals in our task 

offloading model. Then DRL will be presented which 

include its base theory and application scenario. 

A. Task Offloading Model 

1)  Maximum transmission bit rate 

In the process of information transmission, we assume 

that continuous messages are Gaussian random 

processes with limited average power and the noise is 

white Gaussian noise [7]. Then the maximum 

transmission bit rate can be described by Shannon 

equation: 

𝐶 = 𝐵𝑙𝑜𝑔2 (1 +
𝑆

𝑁
)         (1) 

where 𝐶  represents the maximum transmission bit 

rate. It can be seen as the maximum data transfer rate 

that BS can provide. 𝐵  is the bandwidth of BS. 𝑆 

represents the average power of the signal transmitted 

in the transmission channel, and 𝑁 denotes gaussian 

noise power in the transmission channel.  

2)  Energy consumption and computation time 

Energy consumption and computation time in local 

terminals are usually considered as the optimization 

target in some researches. We assume that 𝛿  is the 

computing frequency required by the CPU when 

completing the task and 𝜏  denotes the coefficient 

consumed energy per CPU cycle. Then the energy 

consumption can be calculated by the following 

equation: 

𝑒 = 𝛿𝜏        (2) 

where e represents the energy consumption of local 

terminals. Then the computation time can be 

described as following equation: 

 𝑡 =
𝛿

𝑓
      (3) 

where 𝑡  is the computation time of local terminals 

and 𝑓 denotes mobile device CPU cycles per second. 

As mentioned above, we can obtain the limitations in 

optimization algorithms by equation (1) and part of 
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optimization target by equation (2) and (3). In the 

task offloading, we consider that if the lager the 

weighted sum of energy consumption and 

computation time of the offloaded task, the more 

valuable of this offloading. It can be described as 

following equation: 

𝑉 = 𝜆𝑒𝑒 + 𝜆𝑡𝑡     (4) 

where 𝜆𝑒 , 𝜆𝑡  are the weight parameters and 𝜆𝑒 , 𝜆𝑡 ∈

(0,1). They influence the optimization preference in 

our system. 

B. Deep Reinforcement Learning(DRL) 

DRL improves strategies through trial and interact 

with dynamic environment. Unlike supervised 

learning, DRL does not have a specific label, it 

promotes performance through the reward which is 

obtained by interacting with dynamic environment [8, 

9, 10]. The aim of the agent is to select action to 

maximize the expected cumulative reward. The 

architecture of DRL is shown in following picture: 

 
Fig. 2. Architecture of DRL 

From Fig. 2, we can learn about that DRL is divided 

into getting action, reward by DNN and environment, 

where action is to obtain the next state and reward is 

used to train DNN, which can be presented in the 

following. 

1)  Action 

Generally speaking, DRL consists of agent and 

environment. Assuming that the classification 

number of DNN is c. Then, the action is obtained by 

the following equation: 

𝑎𝑡 = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑐

[𝐹𝜃
𝑐(𝑠𝑡)]     (5) 

where 𝑎𝑡  is the action that selected by deep neural 

network (DNN) at time 𝑡. 𝐹 represents the DNN and 

θ denotes the parameters of DNN. st  is the state at 

time t. Then, we can calculate the reward and the 

state at the next moment with action 𝑎𝑡: 

 𝑠𝑡+1 , 𝑟𝑡 , 𝜀 = 𝜋(𝑎𝑡|𝑠𝑡)      (6) 

where  𝑠𝑡+1  represents the state at time 𝑡 + 1 . 𝑟𝑡 

represents the obtained reward after taking action 𝑎𝑡. 

𝜀  means the number to determine if this iteration 

should be terminated and regenerating new state. 𝜋 

denotes the environment of DRL. Then, we can get 

the transition (𝑠𝑡 , 𝑎𝑡 , 𝑟𝑡 , 𝜀, 𝑠𝑡+1) ∈ 𝐷, which is used to 

train DNN.  

2)  Training 

After obtaining the transition (𝑠𝑡, 𝑎𝑡 , 𝑟𝑡 , 𝜀, 𝑠𝑡+1), we 

define expected value of 𝑠𝑡as following equation: 

𝑄(𝑠𝑡 , 𝑎𝑡 , 𝜃) = 𝑚𝑎𝑥
𝑐

[𝐹𝜃
𝑐(𝑠𝑡)]         (7) 

And the expected value of 𝑠𝑡+1 is: 

𝑄(𝑠𝑡+1, 𝑎𝑡+1, 𝜃−) = 𝑚𝑎𝑥
𝑐

[𝐹𝜃−
𝑐 (𝑠𝑡+1)]        (8) 

Where 𝜃− represents the previous parameters of DNN. 

We define the weighted sum of reward and expected 

value of st as following equation: 

𝑦𝑡 = {
𝑟𝑡                   , 𝑖𝑓 𝜀 = 1

𝑟𝑡 + 𝛾𝑄(𝑠𝑡+1, 𝑎𝑡+1, 𝜃−), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(9) 

where 𝛾 is a coefficient. The larger 𝛾, the more the 

model care about the expected value. Then we 

perform a gradient descent step on [𝑦𝑡 −

𝑄(𝑠𝑡, 𝑎𝑡 , 𝜃)]2  with respect to DNN parameters 𝜃 . 

After C iterations, 𝜃− will be updated to 𝜃.  

 

III. TASK OFFLOADING STRATEGY WITH DEEP 

REINFORCEMENT LEARNING 

 

DRL has been widely used in various fields such as AI 

game and path optimization. Task offloading strategy 

can also be considered as an optimization problem. In 

this section, we are going to introduce the data 

preprocessing and the way to apply DRL to task 

offloading. 

A. Data Preprocessing 

Supposing that there are 𝑛 mobile devices defined as 

𝛽 = (𝜇1, 𝜇2, … , 𝜇𝑛) in a specific scenario that covered 

by a BS Ω. Each device in the scenario only has one 

task offloading requirement. So, the tasks can be 

described as 𝜓 = (𝑇1, 𝑇2, … , 𝑇𝑛), where 𝑇𝑖 ∈ 𝜇𝑖 . Tasks 
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consists of their transmission rate (𝑅1, 𝑅2, … , 𝑅𝑛) , 

value (𝑉1, 𝑉2, … , 𝑉𝑛 ) and state ( 𝑆̂1, 𝑆̂2, … , 𝑆̂𝑛 ), where 

transmission rate is equal to the task size, value is 

calculated by equation (4) and state is decided by 

whether the task is offloaded which can be expressed 

as following equation: 

 𝑆̂𝑖 = {
 0,             𝑡𝑎𝑠𝑘 𝑜𝑓𝑓𝑙𝑜𝑎𝑑𝑒𝑑
1,                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   (10) 

So, each task in the scenario can be described as 

(𝑅𝑖, 𝑉𝑖, 𝑆̂𝑖) ∈ 𝑇𝑖  and all tasks are 

(𝑅1, 𝑉1, 𝑆̂1, 𝑅2, 𝑉2, 𝑆̂2, … , 𝑅𝑛, 𝑉𝑛, 𝑆̂𝑛) ∈ 𝜓, which are the 

input features of DNN. Nevertheless, 𝑅𝑖  and 𝑉𝑖  are 

consecutive numbers, and the input state of DRL 

requires discrete numbers. Thus, 𝑅𝑖 and 𝑉𝑖 should be 

mapped to the discrete spaces and normalized. These 

two operations will be presented as following. 

1)  Mapping 

Assuming that (𝑅1, 𝑅2, … , 𝑅𝑛) ∈ 𝑅  and 

(𝑉1, 𝑉2, … , 𝑉𝑛) ∈ 𝑉  are going to be divided into m 

equal intervals. We define the length of each interval 

as: 

𝜎𝑅 =
𝑚𝑎𝑥 (𝑅) − 𝑚𝑖𝑛 (𝑅)

𝑚
     (11) 

  𝜎𝑉 =
𝑚𝑎𝑥 (𝑉) − 𝑚𝑖𝑛 (𝑉)

𝑚
   (12) 

where σR  is the length of each interval of 

transmission rate and σV represents the length of each 

interval value. The mapping operation is shown in the 

following pseudocode. 

Algorithm 1 Mapping 

  Initialize R and V 

  Calculate 𝜎𝑅 and 𝜎𝑉 by equation (11) and (12) 

  Get 𝑅𝑖 ∈ 𝑅 and 𝑉𝑖 ∈ 𝑉(𝑖 = 1,2, … , 𝑛) 

  𝜔𝑅 = 0 
  𝜔𝑉 = 0 

  for 𝑗 = 1, 𝑚 do 

         𝜔𝑅 = 𝜔𝑅 + 𝑗 ∗ 𝜎𝑅 

if 𝜔𝑅 > 𝑅𝑖 do 

  𝛼𝑅𝑖
= 𝑗 

  break 

end if 

  end for 

  for 𝑗 = 1, 𝑚  do 

         𝜔𝑉 = 𝜔𝑉 + 𝑗 ∗ 𝜎𝑉 

if 𝜔𝑉 > 𝑉𝑖 do 

  𝛼𝑉𝑖
= 𝑗 

  break 

end if 

end for 

return 𝛼𝑅𝑖
, 𝛼𝑉𝑖

 

In algorithm 1, αRi
 and αVi

 denote the mapped value 

of Ri and Vi respectively. And it is worth noting that 

Ŝi = 0 or1, which is a discrete number. Therefore, Ŝi 

doesn’t need to be mapped and normalized. After 

performing algorithm 1 for n times, we can get the 

mapped value 

(𝛼𝑅1
, 𝛼𝑉1

, 𝑆̂1, 𝛼𝑅2
, 𝛼𝑉2

, 𝑆̂2, … , 𝛼𝑅𝑛
, 𝛼𝑉𝑛

, 𝑆̂𝑛). 

2)  Normalization 

The different type of data may be not in the same 

order of magnitude, which will result in the poor 

performance of DNN while training. Therefore, 

normalization method is introduced in the following. 

Supposing the transmission rate, value and state that 

after mapping are (𝛼𝑅1
, 𝛼𝑅2

, … , 𝛼𝑅𝑛
) ∈ 𝛼𝑅 , 

(𝛼𝑉1
, 𝛼𝑉2

, … , 𝛼𝑉𝑛
) ∈ 𝛼𝑉  and (Ŝ1, Ŝ2, … , Ŝn) ∈ Ŝ . Then 

the normalization can be expressed as following 

equation: 

ф𝑅𝑖
=

𝛼𝑅𝑖

𝑚𝑎𝑥 (𝛼𝑅)
       (13) 

ф𝑉𝑖
=

𝛼𝑉𝑖

𝑚𝑎𝑥 (𝛼𝑉)
       (14) 

where ф𝑅𝑖
 and ф𝑉𝑖

 denote the normalized value of 

𝛼𝑅𝑖
 and 𝛼𝑉𝑖

. Trough above two formulas, we can 

obtained the normalized value 

(ф𝑅1
, ф𝑉1

, 𝑆̂1, ф𝑅2
, ф𝑉2

, 𝑆̂2, … , ф𝑅𝑛
, ф𝑉𝑛

, 𝑆̂𝑛) ∈ 𝜁. 

B. TO-DRL Model 

TO-DRL model consists of DNN and RL. DNN is a 

agent to select action 𝑎𝑡 when get the state 𝑠𝑡. DRL is 

aimed to obtain the reward by equation (6). Then the 

DNN will be able to be trained by performing a 

gradient descent step on [𝑦𝑡 − 𝑄(𝑠𝑡 , 𝑎𝑡 , 𝜃)]2  as 

metioned in 2.2. So, the following two parts will 

present DNN and TO-DRL for our model. 

1) DNN 

http://www.ijsrset.com/
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Here we choose a fully connected neural network 

with one hidden layer which has 512 hidden layer 

nodes. The architecture is shown in the following 

picture: 

 
Fig.3. Architecture of our DNN 

It is easy to see that which task should be selected to 

offload has a lot to do with remained bandwidth of BS 

and 𝜁 . So, the input features can be expressed as 

(𝐵̅, ф𝑅1
, ф𝑉1

, 𝑆̂1, ф𝑅2
, ф𝑉2

, 𝑆̂2, … , ф𝑅𝑛
, ф𝑉𝑛

, 𝑆̂𝑛) ∈ 𝜉 , 

where 𝐵̅  represents the remained bandwidth of BS. 

And 𝜉 also can be understood as the state of TO-DRL. 

2) TO-DRL 

In TO-DRL, our optimization target is weighted sum 

of task offloading number and its value. Because the 

agent is going to select action to maximize the 

expected cumulative reward, we set our optimization 

target 𝑟𝑖
𝑡 as: 

𝑟𝑖
𝑡 = 𝜆𝑁̅𝑁̅𝑖

𝑡 + 𝜆𝑉𝑉𝑖
𝑡      (15) 

where 𝑖 denotes the 𝑖-th task. 𝑁̅𝑖
𝑡 and 𝑉𝑖

𝑡 represent the 

number offloaded task and its value after normalized 

at time 𝑡. 𝜆𝑁̅  and 𝜆𝑉  are the weight parameters and 

𝜆𝑁̅, 𝜆𝑉 ∈ (0,1). It is worth noting that every action 𝑎𝑡 

is a integer which belong to [1, 𝑛] and every time we 

only offload one task, so 𝑁̅𝑖
𝑡 = 1. 

 

TO-DRL is shown in the following pseudocode. 

Algorithm 2 TO-DRL 

Random initialize input features 𝜉 

Initialize parameters 𝐼, 𝐾 

for 𝑡 = 1, 𝐾 do 

  Obtaining action 𝑎𝑡 by equation (5) with 𝑠𝑡 

  if 𝑆̂𝑎𝑡 == 0 do 

    𝑠𝑡+1 = 𝑠𝑡, 𝑟𝑡 = −10, 𝜀 = 1 

    Random initialize input features 𝜉 

  else do 

    if ф
𝑅𝑎𝑡 < 𝐵̅ do 

      𝐵̅ = 𝐵̅ − ф
𝑅𝑎𝑡 , 𝑉𝑡 = ф

𝑉𝑎𝑡  

      ф
𝑅𝑎𝑡 , ф

𝑉𝑎𝑡 , 𝑆̂𝑎𝑡, 𝜀 = 0 and update 𝜉 

      Calculating 𝑟𝑡 by equation (15) 

    else do 

      𝑠𝑡+1 = 𝑠𝑡, 𝑟𝑡 = −10, 𝜀 = 1  

      Random initialize input features 𝜉 

    end if 

  end if 

Storing transition (𝑠𝑡, 𝑎𝑡, 𝑟𝑡, 𝜀, 𝑠𝑡+1) → 𝐷 

if  𝜀 == 0 do 

             𝑠𝑡 = 𝑠𝑡+1 

    end if 

  if 𝑡 > 𝐼 do 

    Random sampling from 𝐷 

    Obtaining 𝑄(𝑠𝑡, 𝑎𝑡, 𝜃)  and 𝑦𝑡  by equation 

(7) and (9) 

    performing a gradient descent step on 

[𝑦𝑡 − 𝑄(𝑠𝑡, 𝑎𝑡, 𝜃)]
2

 with respect to DNN 

parameters 𝜃 

  end if 

if 𝑡%𝑝 == 0 do 

Replacing 𝜃− with 𝜃 

    end if 

end for 

 

IV. EVALUATION RESULTS 

 

We set the important parameters as following. 

TABLE I 

IMPORTANT PARAMETERS 

Parameters Value 

Bandwidth 𝐵 

Transmission power 𝑆 

Noise power 𝑁 

𝜏  

Task data size 

Task number in scenario 

𝜆𝑒 

𝜆𝑡 

𝜆𝑁̅ 

5M 

100𝑚𝜔 

-100𝑑𝑏𝑚 

8.9×10-12J/cycle 

(1.75×104, 5×104) 

30 

0.7 

0.3 

0.7 
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𝜆𝑉 

𝐼 in algorithm 2 

𝐾 in algorithm 2 

0.3 

5000 

1×107 

 

To observe the convergence of TO-DRL, algorithm 2 

is carried out to train our DNN and the average loss of 

DNN every 5000 iterations are shown in the 

following pictures: 

 
Fig.4. Loss of DNN 

Fig.4 shows that during training, loss of DNN 

gradually increase and tend to converge finally, 

which proves the convergence of TO-DRL in our 

scenario. 

 

To verify the validity of our algorithm, we simulate 

our experiments for 5000 times with the random 

choosing algorithm, greedy algorithm and TO-DRL. 

The average task offloading number and value of 

above three algorithms are shown in the following 

pictures and tables: 

 
Fig.5. Task offloading number in different algorithms 

 
Fig.6. Task offloading value in different algorithms 

 

TABLE II 

AVERAGE TASK OFFLOADING NUMBER 

Algorithm  Average Number 

Random 

Greedy 

TO-DRL 

5.906 

5.895 

6.843 

 

TABLE III 

AVERAGE TASK OFFLOADING NUMBER 

Algorithm  Average Value 

Random 

Greedy 

TO-DRL 

0.274 

0.473 

0.360 

 

Fig. 5 and Table 2 express that compared with random 

choosing and greedy algorithm, TO-DRL can 

obviously improve the task offloading number and 

achieve 15.86% better result than random choosing 

and 16.08% than greedy algorithm in our scenario. 

From Fig.6 and Table 3, we can see that compared 

with greedy algorithm, task offloading value obtained 

by TO-DRL is 31.38% lower, but it is 31.38% higher 

than random choosing. To summarize, greedy 

algorithm focus on the task offloading value but 

ignore the task offloading number which is an 

indispensable factor. And TO-DRL care about both of 

them. Combining experimental results, TO-DRL has 

strong optimization capacity on the aspects of both 

task offloading number and value. 
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V. CONCLUSION 

 

With the booming expansion of mobile applications, 

more and more computing tasks will appear. Task 

offloading play an important role in MEC, it can 

offload the task in the terminal to the BS nearby, 

which can reduce the energy consumption of 

terminal. It can be prophesied that task offloading is 

and remains a hot issue in the future. Nevertheless, 

with limited bandwidth, existing researches and 

algorithms like greedy algorithm focus on the energy 

consumption and latency in the task offloading but 

neglect task offloading number, which is still an 

essential factor in MEC. Thus, we proposed a TO-DRL 

to take task offloading number, energy consumption 

and computation time into consideration. Weighted 

sum of above three factors are selected as our 

optimization target. Plenty of simulation results 

demonstrate that TO-DRL is suitable for task 

offloading optimization in MEC. First, Fig. 4 proves 

that TO-DRL algorithm can converge under our 

simulation scenario. Second, Fig.5 and Fig.6 indicate 

that compared with greedy algorithm, though task 

offloading value achieved by TO-DRL is lower but 

task offloading is better. And both of above two 

factors results achieved by TO-DRL is much superior 

than random choosing. In summary, under the 

condition of limited bandwidth, TO-DRL can select 

the tasks that have offloaded requirement to 

maximum benefit from the BS, which reduces energy 

consumption and computation time of terminal. 
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