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ABSTRACT 

A popular board game Hanabi is a combination of cooperative gameplay with 

imperfect information. Partial observability makes the game, a challenging 

domain for AI research. Especially, when AI should cooperate with a human 

player. Imperfect information game is nontrivial due to complicated interplay 

of policies. The combination of cooperation, imperfect information, and limited 

communication make Hanabi an ideal challenge in both self-play and ad-hoc 

team settings. Ad-hoc team settings, where partners and strategies are not 

known in advance. In this paper, we are trying to review all such type of 

games, which is evaluated with the help of Artificial Intelligence and machine 

technique. We expect this article will help unify and motivate future research 

to take advantage of the abundant literature that exists to promote fruitful 

research in the multiagent community.  

Keywords : Ad-Hoc Team, Communication, Cooperative, Imperfect 

Information 

 

I. INTRODUCTION 

 

 Artificial Intelligence is the science of getting 

machines to thing and make decision like human 

beings do. Since the development of complex 

Artificial Intelligence algorithms, it has been able to 

accomplish this by creating machines and robots that 

are applied in a wide range of fields including 

agriculture, healthcare, robotics, marketing, business 

analytics, games and many more.  

 

Artificial Intelligence has mastered some of the 

world’s most complex games. Hanabi is different from 

the adversarial two-player zero-sum game where 

computers have reached superhuman skills, beating 

top player at chess[29,32], checkers[31], go[28], 

backgammon[27], two-player poker[25,26] and even 

starcraft-2[30], a real time strategy computer game. 

Artificial Intelligence stumbles in cracking some of 

the seemingly simple game once that required an 

ability to communicate and collaborate. Hanabi as a 

new challenge domain with novel problems that arise 

from its combination of purely cooperative gameplay. 

 

 

 

A. Hanabi: the game 

http://www.ijsrset.com/
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Hanabi is a cooperative card game created by French 

game designer Antoine Bauza (2010). In which 

players are aware of other’s cards but not their own. 

To succeed, players must coordinate to efficiently 

reveal information to their teammates, however 

players can only communicate through grounded hint 

actions that point out all of a player’s cards of a 

chosen rank or colour. So, everyone needs the advice 

of his fellow players and attempt to play a series of 

cards in a specific order to set off a simulated 

firework. Hanabi is a challenging benchmark problem 

for Artificial Intelligence. Hanabi an interesting 

multi-agent learning challenges [1] for both learning 

a good self-play policy and adapting to an ad-hoc 

team of players. 

 

 
Source: James Goodman, 2019 IEEE 

Figure 1 : A game of Hanabi in progress. The player at 

the camera’s perspective can see the other player’s 

cards, but not their own. The current score in the 

game is 12, from the sum of the top cards in each suit 

in the tableau.  

 

B. Hanabi: the challenge 

a. Challenge one: self-play learning 

 Self-play challenge is focused on finding a joint 

policy that achieves a high expected score entirely 

through self-play learning. Hanabi is difficult for 

current learning algorithm even when large amount 

of data and computation time, learning agents have 

trouble approaching the performance of hand-crafted 

rules in four player games, and fall far short of such 

rules for three and five players. 

 

b. Challenge two: ad-hoc team play  

In ad-hoc team play, the ultimate goal is agents that 

are capable of playing with other agents or human 

players. For this, a policy which achieves a high score 

in self-play is of little use if it must be followed 

exactly by teammates. good strategies are not unique, 

and a robust player must learn to recognise intent in 

other agent’s actions and adapt to a wide range of 

possible strategies. We propose to evaluate ad-hoc 

team performance by measuring an agent’s ability to 

play with a wide range of teammates it has never 

encountered before.  

 

In the future we expect to see canonical agents pulls 

of pre-trend or hard-coded self-play agents be made 

available for training and hold-out sets to allow for 

consistent comparisons. To facilitate future research, 

the open-source Hanabi Learning Environment, 

propose an experimental framework for the research 

community to evaluate algorithmic advances, and 

assess the performance of current state-of-the-art 

techniques.  

 

II. BACKGROUND AND RELATED WORK  

 

Hanabi is a cooperative card game created by Antoine 

Bauza, a French game designer in 2010. Later in the 

same year Peter Stone et al. [22], work on ad-hoc 

human teams and ad-hoc autonomous agent teams, 

also give an example of human soccer and robot 

soccer with the ad-hoc team player. Game theory 

Leyton-Brown and Shoham provides a useful 

theoretical foundation for multiagent interaction. A 

good ad-hoc team player may need to make an 

explicit assumption that its teammates are observing 

and reacting to its actions. 

 

Hanabi won the prestigious Spiel des Jarhes, Game of 

the year award in 2013. In 2015 Osawa [18], describes 
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experiment with two players only. It showed that 

simulated strategies (ideal, random, internal state, 

outer-state, self-recognition) that try to recognize the 

intention of other players performed better than a 

fixed set of static strategies. Later Cox et al. [20], 

developed the hat strategy. The result of simulating 

the recommendation and information strategies and 

also simulate a cheating strategy for the comparison 

purpose. 

 

Bruno Bouzy [8], developed a set of players name 

Hannibal, in which each player being either a 

knowledge-based simulator or a tree search player 

using a simulator. Using Hat principle, they reported 

achieving 24.92 points and a perfect score 92%, in 

that an information move informs all the players at 

once, not only the targeted player. joseph et al. [5], 

implement a number of rule-based agents. In addition 

to an Information Set Monte Carlo Tree Search (IS-

MCTS) agent. M. Eger et al. [6], presented AI agent 

for the two-player version of the cooperative card 

game Hanabi that is based on intentionality and 

communication theory. C. Martens and M. Eger [12], 

presented the cooperative card game, which allows 

users to play the game with a variety of Ais in a web 

browser. Additionally, GUI has the capability to 

watch replays of previously completed games, and to 

take over control of these replays at any point, these 

are some techniques to achieve strong Hanabi play. 

 

Rodrigo Canaan et al. [4], describes a two-track 

competition of agents for the game will take place in 

the 2018 CIG conference. In this author develop a 

genetic algorithm that builds rule-based agents by 

determining the best sequence of rules from a fixed 

rule set to use as strategy, it uses evolution in three 

steps to get better playing agents than the human-

created baselines. Eva T. Gottwald et al. [11], 

implemented the two-player version of Hanabi in 

Unity with support for a Tobii eye tracker. There 

were two tracks, called “Mirror” and “Mixed”. Using 

eye tracker, they are able to determine where a 

player’s gaze lingers with reasonable precision to 

determine which card they are focusing on. 

 

Another work on ad-hoc teamplay using Hanabi is by 

N. Bard et al. [1], who independently trained 

reinforcement learning agents that scored 20 to 22 

points in self-play, but only 0 to 5 when paired with 

one another. They also proposed an ad-hoc setting 

where self-play playtraces of the partner agent are 

provided prior to gameplay for learning, but no agent 

currently takes advantage of this. Pablo S. Chacon et 

al. [7], describes proposed approach for AI agents that 

can play the game(pandemic) with human players 

without requiring explicit communication. Andy 

Nealen et al. [3], showed that, using MAP-Elites, it is 

possible to generate a pool of Hanabi-playing agents 

that differs in two important behavioural dimensions: 

risk aversion and communicativeness. Jungkyu Park 

[15], results with default max relay buffer, in which 

they stop the training of all models at iteration 10000 

and compare the best evaluation performance. Results 

with small max replay buffer, in which the best 

model not only outperforms model with bigger replay 

buffer but also deep mind reported performance of 

Rainbow agent on two-player Hanabi. James 

Goodman [16], used ISMCTS as a base algorithm 

coupled with a re-deterministation technique that re-

samples consistent world states for everyone but the 

player acting at a node. This entry also used a neural 

network to represent a policy and value function 

trained via self-play. Jacob N. Foerster et al. [17], 

presented a BAD, a novel algorithm for multi-agent 

reinforcement learning in cooperative partially 

observable settings. It uses a factorized, approximate 

belief state that allows agents to efficiently learn 

informative actions, leading to the discovery of 

conventions. For more on multi-agent deep 

reinforcement learning, P. Hernandez-Leal et al. [19], 

provides a recent survey. 

 Recently, M. Eger et al. [2], performed two online 

experiments, one in which Eager demonstrate that 

the intentional behaviour leads to an increase in score 
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over a baseline agent, and another in which we 

demonstrate how taking timing into account can 

improve the agent’s performance in games with 

unfavourable starting condition. 

 

Now a day’s deep reinforcement learning for 

multiagent system and its methods used by Thanh T. 

Nguyen et al. [9], Yuandong T. et al. [10], proposed a 

JPS, a general optimization technique to jointly 

optimize policy for multiagent collaborative agents in 

imperfect information efficiently. A survey of multi-

agent strategy based on reinforcement learning by 

Liang Chen et al. [13], and introduces the basic 

methods of RL, the main method of single agent RL 

and multiagent RL. Rodrigo Canaan et al. [14] and 

Xianbo Gao et al. [21], evaluating RL agents in Hanabi 

with unseen partners and trained agents using the 

popular Rainbow DQN architecture in Hanabi using 

self-play, a single rule-based partner, and a mix of 

rule-based partners.  

 

III. PROPOSED METHODOLOGY 

 

Ad-hoc team play is learning to play with a set of 

unknown partners, with only a few games of 

interaction. Ad-hoc team play’s ultimate goal that is 

capable of playing with other agents or even human 

players. For this we propose an algorithm generation 

with the help of self-play is little bit in use. A robust 

player must learn to recognize intent in other agent’s 

behaviour and adapt a wide range of possible 

strategies being played. Good strategies are developed 

by repeating the players by playing 1000 different 

random sets. The important aspect of ad-hoc team is 

to be recognizing or modelling the capabilities of 

one’s teammates.  

 
Fig. 2. Flowchart: steps involved in multiagent 

learning Hanabi game 

 

We propose to evaluate ad-hoc team performance by 

measuring an agent’s ability to play with a wide range 

of teammates it has never done before. This 

performance is measured via score achieved by the 

agent when it paired with autonomous agents and 

then players exhibit a diverse strategy’s which can be 

hard-coded or learned by self-playing.  

 

It is possible to create the handcrafted program that 

plays this game well, as we humans already know 

good strategies, however this project is about getting 

several instances of an AI to learn new ways to 

communicate with each other effectively. Again, the 

goal is not to get a computer program that plays 

Hanabi well, the goal is to get an AI to learn to 

communicate effectively and work together towards a 

common goal. 
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IV. CONCLUSION  

 

The combination of cooperative gameplay and 

imperfect information make Hanabi a compelling 

research challenge for Artificial Intelligence and 

machine learning techniques in multi-agent settings. 

This article briefly introduces about the multi-agent 

learning in different learning techniques, techniques 

to achieve a strong Hanabi play, best policies, and 

strategies. In ad-hoc team settings, where the agents 

must play with unknown teammates will help us to 

understand better the role theory of mind reasoning 

might play for AI systems that learn to collaborate 

with other agents and humans. Machine learning 

techniques used to simplify, which is based on AI 

technique, so is conclude that we try to find out 

feasible solution based on recent study. And the game 

becomes more playable as compare to existing. In 

future work, we are trying to design an algorithm for 

predicting multiagent learning method and check the 

performance analysis of design algorithm.  
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