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#### Abstract

This article derive sufficient conditions for existence of mild solution for the hybrid fractional order differential equation with impulses of the form $$
\begin{aligned} { }^{c} D^{\alpha}[x(t)-f(t, x(t))] & =g(t, x(t)) \\ \Delta x\left(t_{k}\right) & =I_{k} x\left(t_{k}\right) \\ x(0) & =x_{0} \end{aligned}
$$ on a Banach space $X$ over interval $[0, T]$. The results are obtained using the concept of hybrid fixed point theorem. Finally an illustration is added to show validation of the derived results.
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## I. INTRODUCTION

Fractional calculus and differential equations gained lots of popularity from past few decades. This is because of its applications in all fields of science. For basic theory of fractional calculus and fractional differential equations one can refer the monographs [1, 2] and papers of [3-18]. Qualitative property like existence and uniqueness of mild solution for fractional order differential systems and integrodifferential systems using various techniques are found in articles [19-27]. Systems having jumps at fixed moments of time are modeled into impulsive differential equations. The study of existence and uniqueness of the solution for the impulsive differential equations and integro-differential equations with impulses are found in the papers of [28, 29].
On the other hand, the system having both the continuous and discrete behavior are modeled into hybrid systems. A system that can both flow (described by a differential equation) and jump (described by a
state machine or automaton). Often, the term "hybrid dynamical system" is used, to distinguish over hybrid systems such as those that combine neural nets and fuzzy logic, or electrical and mechanical drivelines. A hybrid system has the benefit of encompassing a larger class of systems within its structure, allowing for more flexibility in modeling dynamic phenomena.

The system having both the continuous and discrete behavior are modeled into hybrid systems. The study of existence and uniqueness of fractional order systems are found in the articles [30-32].

In this article, we have derived sufficient conditions for the existence of mild solution of the hybrid system:

$$
\begin{align*}
{ }^{c} D^{\alpha}[x(t)-f(t, x(t))] & =g(t, x(t)) \\
\Delta x\left(t_{k}\right) & =I_{k} x\left(t_{k}\right)  \tag{1.1}\\
x(0) & =x_{0}
\end{align*}
$$

over the interval $[0, T]$ on the partially ordered Banach space $X$. Here, $f, g:[0, T] \times X \rightarrow X$ are the functions satisfying the assumptions (3.1). For each $k=1,2, \cdots, p, I_{k}: X \rightarrow X$ is the jump operator applied at the fixed moment of time $t_{k}$.

## III. Preliminaries

Some basic definitions and properties of fractional calculus and fractional differential equations used in this article, are as follows:
Definition 2.1 ([28]) The Riemann-Liouville fractional integral operator of $\alpha>0$, of function $f \in L_{1}\left(\mathbb{R}_{+}\right)$is defined as

$$
\mathrm{I}_{\mathrm{t}_{0}}^{\alpha} \mathrm{f}(\mathrm{t})=\frac{1}{\Gamma(\alpha)} \int_{\mathrm{t}_{0}}^{\mathrm{t}}(\mathrm{t}-\mathrm{s})^{\alpha-1} \mathrm{f}(\mathrm{~s}) \mathrm{ds},
$$

provided the integral on right side exist. Where $\Gamma(\cdot)$ is gamma function.

Definition 2.2 ([29]) The Caputo fractional derivative of order $\alpha>0, n-1<\alpha<n, n \in \mathbb{N}$, is defined as

$$
{ }^{c} D_{t_{0}}^{\alpha}+f(t)=\frac{1}{\Gamma(n-\alpha)} \int_{t_{0}}^{t}(t-s)^{n-\alpha-1} \frac{d^{n} f(s)}{d s^{n}} d s
$$

where the function $f(t)$ has absolutely continuous derivatives up to order ( $n-1$ ).
Fractional integral and differential operator satisfy following properties which is mentioned in Samko et. al. [1] and Kilbas et. al. [2].
Theorem 2.1 For $\alpha, \beta>0$ and f having absolutely continuous derivatives up to suitable order, then
(1) $I_{t_{0}}^{\alpha}+I_{t_{0}+}^{\beta} f(t)=I_{t_{0}+}^{\alpha+\beta} f(t)$
(2) $I_{t_{0}}^{\alpha}+I_{t_{0}+}^{\beta} f(t)=I_{t_{0}+}^{\beta} I_{t_{0}+}^{\alpha} f(t)$
(3) $I_{t_{0}+}^{\alpha}(f(t)+g(t))=I_{t_{0}+}^{\alpha} f(t)+I_{t_{0}+}^{\alpha} g(t)$
(4) $\mathrm{I}_{\mathrm{t}_{0}+}^{\alpha}{ }^{c} \mathrm{D}_{\mathrm{t}_{0}+}^{\alpha} \mathrm{f}(\mathrm{t})=\mathrm{f}(\mathrm{t})-\mathrm{f}(0), \quad 0<\alpha<1$
(5) ${ }^{c} D_{t_{0}}^{\alpha}+I_{t_{0}}^{\alpha}+f(t)=f(t)$
(6) ${ }^{c} \mathrm{D}_{\mathrm{t}_{0}+}^{\alpha} \mathrm{f}(\mathrm{t})=\mathrm{I}_{\mathrm{t}_{0}+}^{1-\alpha} \mathrm{f}^{\prime}(\mathrm{t}), \quad 0<\alpha<1$
(7) ${ }^{c} \mathrm{D}_{\mathrm{t}_{0}+}^{\alpha}{ }^{c} \mathrm{D}_{\mathrm{t}_{0}+}^{\beta} \mathrm{f}(\mathrm{t}) \neq{ }^{\mathrm{c}} \mathrm{D}_{\mathrm{t}_{0}+}^{\alpha+\beta} \mathrm{f}(\mathrm{t})$
(8) ${ }^{c} D_{\mathrm{t}_{0}+}^{\alpha}{ }^{c} \mathrm{D}_{\mathrm{t}_{0}+}^{\beta} \mathrm{f}(\mathrm{t}) \neq{ }^{\mathrm{c}} \mathrm{D}_{\mathrm{t}_{0}+}^{\beta}{ }^{\mathrm{c}} \mathrm{D}_{\mathrm{t}_{0}+}^{\alpha} \mathrm{f}(\mathrm{t})$

For convenience, ${ }^{c} D_{0+}^{\alpha}$ is taken as ${ }^{c} D^{\alpha}$.

### 2.1 Notations

- $X=$ Banach space equipped with partial order.
- $\mathbb{R}_{+}=[0, \infty)$
- $C([0, T], X)=\{\mathrm{x}:[0, \mathrm{~T}] \rightarrow \mathrm{X} / \mathrm{x}$ is continuous $\}$ with norm $\|\mathrm{x}\|=\sup _{\mathrm{t}}\|\mathrm{x}(\mathrm{t})\|$
- $\operatorname{PC}([0, T], X)=\left\{x:[0, T] \rightarrow X / x\right.$ is partially continuous and has jump discontinuity at $\left.t=t_{k}\right\}$ with norm $\|x\|=\sup _{\mathrm{t}}\|\mathrm{x}(\mathrm{t}) \mid\|$

Definition 2.3 ([33]) An operator $\mathrm{T}: \mathrm{X} \rightarrow \mathrm{X}$ is called non-decreasing if the order relation preserved under T , this means, for each $\mathrm{x}, \mathrm{y} \in \mathrm{X}$ such that $\mathrm{x} \leq \mathrm{y}$ implies $\mathrm{T} \mathrm{x} \leq \mathrm{Ty}$.

Definition 2.4 ([33]) The order relation $\leq$ and a metric $d$ are compatible on nonempty set $X$ then convergence of sub sequence $\left\{x_{n_{k}}\right\}$ implies the convergence of $\left\{x_{n}\right\}$ for any monotone sequence $\left\{x_{n}\right\}$ in $X$.

Definition 2.5 ([33]) An upper semi-continuous and non-decreasing function $\psi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is $\mathcal{D}$-function if $\psi(0)=0$

Definition 2.6 ([34]) An operator $\mathrm{T}: \mathrm{X} \rightarrow \mathrm{X}$ is called partially continuous at a $\in \mathrm{X}$ if for any $\epsilon>0$, there exist $\delta>$ 0 such that $\|\mathrm{Tx}-\mathrm{Ta}\|<\epsilon$ for all x comparable to a in X with $\|\mathrm{x}-\mathrm{a}\|<\delta$ and T is continuous on X if T is partially continuous at every a $\in \mathrm{X}$. In particular, if T is partially continuous on X , then it is continuous on every chain $C$ in $X$. An operator $T$ is called partially bounded if $T(C)$ is bounded for every chain $C$ in $X$. An operator $T$ is said to be uniformly partially bounded if all the chains $\mathrm{T}(\mathrm{C})$ in X are bounded.

Definition 2.7 ([34]) An operator $T: X \rightarrow X$ is called partially compact if for any chain $C$ in $X$, the set $T(C)$ are relatively compact subset of X . An operator T is said to be partially totally bounded if for any totally ordered and bounded subset $C$ of $X$, the set $T(C)$ is a relatively compact subset of $X$. If $T$ is partially continuous and partially totally bounded then T is partially completely continuous operator on X .

Definition 2.8 ([34]) A mapping $\mathrm{T}: \mathrm{X} \rightarrow \mathrm{X}$ is partially nonlinear $\mathcal{D}$-Lipschitz if there is a $\mathcal{D}$-function $\psi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$ such that $\|T x-T y\| \leq \psi\|x-y\|$ for all compatible points $x, y \in X$. If $\psi(r)<r$ then $T$ is called $\mathcal{D}$-contraction.

Theorem 2.2 ([34]) Let order and norm are compatible on a partially order Banach space. Let P and Q are nondecreasing operators on $X$ such that:
(a) P is partially bounded nonlinear $\mathcal{D}$-contraction.
(b) Q is partially continuous and partially compact.
(c) There exist an element $x_{0} \in X$ such that $x_{0} \leq P x_{0}+Q x_{0}$. Then there exist a solution $x^{*}$ in $X$ of operator equation $P x+Q x=x$. In addition, the sequence $\left\{x_{n}\right\}$ of successive iteration $x_{n+1}=P x_{n}+Q x_{n}$ converges monotonically to $\mathrm{x}^{*}$.

## IV. Main Results

This section derived sufficient conditions for the mild solution for the equation (1.1).
Definition 3.1 Function $x(t) \in X$ is called mild solution of fractional order hybrid system (1.1) if $x(t)$ satisfies,

$$
x(t)= \begin{cases}x_{0}-f\left(t_{0}, x_{0}\right)+f(t, x(t))+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} g(s, x(s)) d s, & t \in\left[0, t_{1}\right)  \tag{3.1}\\ x\left(t_{k}^{+}\right)-f\left(t_{k}^{+}, x\left(t_{k}^{+}\right)\right)+f(t, x(t))+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1} g(s, x(s)) d s, & t \in\left[t_{k}, t_{k+1}\right) \\ x\left(t_{p}^{+}\right)-f\left(t_{p}^{+}, x\left(t_{p}^{+}\right)\right)+f(t, x(t))+\frac{1}{\Gamma(\alpha)} \int_{t_{p}}^{t}(t-s)^{\alpha-1} g(s, x(s)) d s, & t \in\left[t_{p}, T\right]\end{cases}
$$

for all value of $t \in[0, T]$.

We had made following assumption to discuss the existence results for the mild solution for the equation (1.1).

### 3.1 Assumptions

- The functions $f:[0, T] \times X \rightarrow X$ and $g:[0, T] \times X \rightarrow X$ are non-decreasing and continuous.
- Function $f$ is $\mathcal{D}$-contraction with $\phi$ such that $\phi(r)<r$.
- There exist a positive constants $M_{f}$ and $M_{g}$ such that $|f(t, x)| \leq M_{f}$ and $|g(t, x)| \leq M_{g}$ respectively.
- The impulses $I_{k}: X \times X$ are continuous.
- There exist a function $u \in X$ such that $u$ is lower solution of the equation (1.1).

Theorem 3.1 (Existence Theorem) If assumptions (A1)-(A5) are satisfied then fractional order hybrid system (1.1) has mild solution in partially order Banach space $X$.

Proof. Over the interval $\left[t_{0}, t_{1}\right)$ the equation (1.1) becomes:

$$
\begin{equation*}
{ }_{c} D^{\alpha[x(t)-f(t, x(t))]}=g(t, x(t))^{x(0)}=x 0 \tag{3.2}
\end{equation*}
$$

We use theorem (2.2) to prove existence of mild solution of (3.2). Defining $P x(t)=f(t, x)$ and $Q=x_{0}-$ $f\left(0, x_{0}\right)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} g(s, x(s)) d s$ the equation (3.1) becomes $x=P x+Q x$. By theorem (2.2), this operator equation has a solution if conditions in hypotheses of the theorem (2.2) is satisfied.

Step:1
By conditions (A1), it is easily prove that the operators $P$ and $Q$ are non-decreasing. Also using (A2)-(A3), it can prove that $P$ is partially bounded nonlinear $\mathcal{D}$-contraction on $X$.

## Step:2

In this step we proved that $Q$ is partially continuous and partially compact on $X$. Let, $\left\{x_{n}\right\}$ be a sequence in a chain $C$ in $X$ such that $x_{n} \rightarrow x$. Then,

$$
\left\|Q x_{n}(t)-Q x(t)\right\| \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\left\|g\left(s, x_{n}(s)\right)-g(s, x(s))\right\| d s
$$

Using continuity of $g$ and dominated convergence theorem, $\left\|Q x_{n}(t)-Q x(t)\right\| \rightarrow 0$ as $n \rightarrow \infty$ for all $t \in[0, T]$. Moreover the sequence $\left\{Q x_{n}\right\}$ is equi-continuous on $X$ as for, $t_{1}, t_{2} \in[0, T]$ with $t_{1}<t_{2}$,

$$
\begin{aligned}
& \left|Q x_{n}\left(t_{2}\right)-Q x_{n}\left(t_{1}\right)\right| \leq\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left[\left(t_{2}-s\right)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}\right] g\left(s, x_{n}(s)\right) d s\right| \\
& +\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1}\left|g\left(s, x_{n}(s)\right)\right| d s .
\end{aligned}
$$

By (A3), $\left|Q x_{n}\left(t_{2}\right)-Q x_{n}\left(t_{1}\right)\right| \rightarrow 0$ as $t_{2}-t_{1} \rightarrow 0$. Therefore, the sequence $\left\{Q x_{n}\right\}$ is equi-continuous. Thus $Q x_{n} \rightarrow Q x$ is uniformly on chain $C$ and hence, $Q$ is partially continuous on $X$.

Step:3
In this step we have shown that $Q$ is partially compact. Let $x \in C$ where $C$ is chain in $X$. Then,

$$
\|Q x(t)\| \leq\left\|x_{0}\right\|+\left\|f\left(0, x_{0}\right)\right\|++\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\|g(s, x(s))\| d s
$$

$$
\leq M_{f}+\frac{M_{g}}{\alpha \Gamma(\alpha)}\left(t_{1}-t_{0}\right)^{\alpha}=K
$$

for all $t \in[0, T]$. Therefore $\|Q x(t)\| \leq K$ and hence $Q(C)$ is uniformly bounded.
Also,

$$
\begin{aligned}
& \left|Q x\left(t_{2}\right)-Q x\left(t_{1}\right)\right| \leq\left|\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left[\left(t_{2}-s\right)^{\alpha-1}-\left(t_{1}-s\right)^{\alpha-1}\right] g(s, x(s)) d s\right| \\
& +\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1}|g(s, x(s))| d s
\end{aligned}
$$

Using (A3), $\left|Q x\left(t_{2}\right)-Q x\left(t_{1}\right)\right| \rightarrow 0$ as $t_{2} \rightarrow t_{1}$ uniformly for all $x \in C$. Therefore $Q(C)$ is relatively compact. Hence, $Q$ is partially compact.

## Step-4:

By hypotheses (A5), the fractional hybrid system has lower solution $x(t)$ defined on $\left[0, t_{1}\right)$. That is

$$
\begin{aligned}
& { }^{c} D^{\alpha}[x(t)-f(t, x(t))]=g(t, x(t)) \\
& x(0) \leq x_{0} .
\end{aligned}
$$

Formulating mild solution, we can get

$$
x(t) \leq x_{0}-f\left(0, x_{0}\right)+f(t, x(t))+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} g(s, u(s)) d s
$$

for all $t \in\left[0, t_{1}\right)$. Therefore $x \leq P x+Q x$.
Thus, from these steps we can concluded that the operators $P$ and $Q$ satisfy all the conditions of the hypotheses of the theorem (2.2) and hence the equation (3.2) has mild solution over the interval $\left[0, t_{1}\right)$. Moreover, The partially right limit of $x$ at $t=t_{1}$ exist and $x(t)$ is partially continuous at $t=0$.
Over the interval $\left[t_{1}, t_{2}\right)$ the equation becomes:

$$
\begin{equation*}
{ }_{c} D^{\alpha[x(t)-f(t, x(t))]}=g(t, x(t)) x(t 1)=x(t 1+)=x(t 1)+I 1 x(t 1) \tag{3.3}
\end{equation*}
$$

Defining $P x(t)=f(t, x)$ and $Q=x\left(t_{1}\right)+I_{1} x\left(t_{1}\right)-f\left(t_{1}, x_{t_{1}}+I_{1} x\left(t_{1}\right)+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t}(t-s)^{\alpha-1} g(s, x(s)) d s\right.$ the equation (3.1) becomes $x=P x+Q x$. By theorem (2.2), this operator equation has solution if conditions in hypotheses of the theorem (2.2) is to be satisfied. By assuming (A1)-(A5) and following similar arguments it can easily show that the equation (3.3) has a mild solution over the interval $\left[t_{1}, t_{2}\right)$. Moreover $x(t)$ is partially left continuous at $t=t_{2}$ and the right limit at $t=t_{1}$ exist.

Continuing similar process it is shown that the equation

$$
\begin{equation*}
{ }_{c} D^{\alpha[x(t)-f(t, x(t))]}=g(t, x(t)) x(t k)=x(t k+)=x(t k)+I k x(t k) \tag{3.4}
\end{equation*}
$$

has a mild solution over the interval $\left[t_{k}, t_{k+1}\right.$ ) which is partially left continuous and right limit exist for all $k=$ $1,2, \cdots, p$. Substituting $k=p$ in equation (3.4), it has mild solution over the interval $\left[t_{p}, T\right]$ which is partially left continuous and having right limit.

Hence, the equation (1.1) has mild solution which belongs to the set $P C([0, T], X)$.

### 3.2 Example

Consider the following hybrid fractional differential equation:

$$
\begin{align*}
& { }^{c} D^{\alpha}[x(t)-f(t, x(t))]=\frac{1}{2} \tan ^{-1} x(t) \\
& \Delta x\left(\frac{1}{2}\right)=\frac{1}{2} x\left(\frac{1}{2}\right)  \tag{3.5}\\
& x(0)=1
\end{align*}
$$

over the interval $[0,1]$. Where,

$$
f(t, x)= \begin{cases}\frac{x}{2(x+1)}, & x \geq 0 \\ 0, & x<0\end{cases}
$$

Clearly, both the function $f, g$ and $I_{1}$ are continuous over the interval $[0,1] \times X$. The function $f$ and $g$ are nondecreasing and bounded as $|f(t, x)| \leq \frac{1}{2}$ and $g|(t, x)| \leq \frac{1}{2}$. This verifies assumptions (A1), (A3) and (A4). The function $f$ is $\mathcal{D}$-contraction as:

$$
\begin{aligned}
0<f(t, x)-f(t, y) & =\frac{1}{2}\left[\frac{x}{x+1}-\frac{y}{y+1}\right] \\
& \leq \frac{1}{2}\left[\frac{x-y+y}{x-y+y-1}-\frac{y}{x-y+y-1}\right] \\
& \leq \frac{1}{2}\left[\frac{x-y}{x-y+1}\right] \leq \frac{1}{2}|x-y| .
\end{aligned}
$$

So, (A2) is also satisfies. Finally, the function

$$
x(t)= \begin{cases}0.5, & t \in\left[0, \frac{1}{2}\right) \\ 1, & t \in\left[\frac{1}{2}, 1\right]\end{cases}
$$

is lower solution of the equation. Therefore, hypotheses (A5) is satisfied.
Since, all the assumptions (A1)-(A5) are satisfied. Therefore by our results the equation (??) has a mild solution.

## V. CONCLUSION

In this article, we have discussed the sufficient conditions for the existence of the mild solution of the impulsive hybrid fractional order system on the general Banach space using the hybrid fixed point theorem (2.2).
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