
Copyright: © the author(s), publisher and licensee Technoscience Academy. This is an open-access article distributed under the 

terms of the Creative Commons Attribution Non-Commercial License, which permits unrestricted non-commercial use, 

distribution, and reproduction in any medium, provided the original work is properly cited 

 

 

International Journal of Scientific Research in Science, Engineering and Technology 

Print ISSN: 2395-1990 | Online ISSN : 2394-4099 (www.ijsrset.com) 

doi :  https://doi.org/10.32628/IJSRSET218410 

 

 

 

 

91 

Observing Performance of Naive Bayes Classifier on Nursery Dataset 
Rajni Bhalla, Amandeep 

Lovely Professional University, Phagwara, Punjab, India 
 

 

Article Info 

Volume 9, Issue 3 

Page Number : 91-95 

Publication Issue : 

May-June-2022 

Article History 

Accepted : 01 May 2022 

Published: 13 May 2022 

 

ABSTRACT 

In machine learning, Naive Bayes is a popular technique that is used for 

classification that is based on the conditional probability of attributes belonging to 

a label, in which the attribute is selected by select attribute operator in rapid miner. 

In this paper, the split operator has used that divides the dataset into training and 

testing. Training is used to train the naïve Bayes and testing is used to evaluate the 

model. The result shows that this simple model generates a good fit for the nursing 

dataset. Total accuracy achieved using this method is 87.86% which is not bad. 
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I. INTRODUCTION 

 

In Machine learning, there are a number of methods 

used for classification. One of the methods is naive 

Bayes that belong to a family of probabilistic classifiers. 

Naïve Bayes is based on Bayes theorem [1]. Kernel 

density estimated can be coupled to achieve the 

highest accuracy [2] [3]. Naïve Bayes was introduced 

in text retrieval in the 1960s. It is a popular method and 

used for text categorization also. This is a classification 

method that is used for judging whether it belongs to 

one category or another. Before applying naïve Bayes, 

preprocessing is required to perform on the dataset [4]. 

Naïve Bayes has been used and implemented by a 

number of researchers for performing classification [5] 

[6]. Naïve successfully used for predicting diabetic, 

heart disease, and mobile phone [7][8][9]. In this paper, 

naïve Bayes is based on the conditional probability of 

the attributes belonging to one class after attribute 

selection done by using the select attribute operator. 

The experiments with the dataset are obtained from 

UCI repositories on which naïve Bayes is applied to 

check the performance of the model. 

 

II.  METHODS AND MATERIAL 

 

2.1. Dataset 

This dataset has been taken from UCI repositories. 

https://archive.ics.uci.edu/ml/datasets/nursery. 

It was resulting from a hierarchical decision model. 

The main motive to develop this dataset is to grade 

submission for nursery school. This dataset consists of 

12,960 examples. There are no missing values in this 

dataset. There are a total of 9 attributes in this dataset. 

Explanations of attributes are given below:- 

1. Parents: This feature has information about the 

parents of the kid. It consists of three values: usual, 

pretentious, and great_pret. It consists of three values, 

it will also set to polynomial in rapidminer. 

2. Form: All the information related to the form filled 

by the applicant is given in this attribute. It has five 

possible values: proper, less_proper, improper, critical, 

http://www.ijsrset.com/


International Journal of Scientific Research in Science, Engineering and Technology | www.ijsrset.com | Vol 9 | Issue 3 

Rajni Bhalla et al  Int J Sci Res Sci Eng Technol, May-June-2022, 9 (3) : 91-95 

 

 

 

 
92 

very_crit. In rapidminer, the datatype of this attribute 

will set to polynomial because it consists of five values. 

3. Has_nur: This attribute has information on whether 

the nursery of the child is proper, less_proper, 

improper, critical, and very_crit. The data type of 

attribute will set to polynomial. 

4. Children: This attribute consists of information 

about the number of children about the applicant 

whether it has one, two, three, or four. It consists of 

four values so this datatype will set to polynomial. 

5. Housing: Housing standard of the applicant defined 

by possible values like: convenient, less_conv, and 

critical. These attribute values will set to polynomial. 

6. Finance: The financial standing of the applicant will 

be defined by possible values: convenient, inconv. This 

attribute consists of two values so datatype will set to 

binomial. 

7. Social: This attribute defines the social structure of 

the family that consists of three values: nonprob, 

slightly_prob, and problematic. The data type of this 

attribute will set to polynomial. 

8. Health: This attribute defines the health picture of 

the family. This attribute has three values: 

recommended, priority, and not recommended. The 

data type of this attribute will also set to polynomial. 

9. Rank: This is the target attribute. The role of this 

attribute will be set as a label. It specifies the rank of 

the application. This attribute consists of five values: 

not_recom, recommend, very_recom, priority, and 

spec_priority. The value for this attribute will be 

predicted by classification algorithms. Except for rank 

attribute, the role of other attributes will be set to 

regular. 

 

2.2 Operators to perform classification 

The first step is import dataset using read excel 

operator. Nursery dataset is imported using ‘read excel’ 

operator in rapid miner as shown in Figure 1[10]. 

When we select read excel operators, all properties 

related to the operator will be shown on the right-hand 

side. An Import configuration wizard is used for the 

loading dataset. Excel file will display and we can 

change the role and type of attributes. Rank attributes 

will set the role of label attributes. Rest all attributes 

role be set as regular.  

5000 rows will be imported using a rapid miner. The 

select attribute is used for selecting only the has_nurs, 

health, and parent attributes that are selected to 

simplify this process. 

Figure 1 Naive Bayes operator 

After successfully importing the dataset, the next step 

is to apply pre-processing steps on the dataset. We 

apply the split operator to divide the dataset into 

training and testing and then evaluate. Splitting is 

performed to check the performance of the operator. 

The split operator is used, when we want to check the 

accuracy of the model. It is divided into two sub 

processes. One is known as training and the other is 

known as testing. The training process is used to create 

a model. This partition is used to train a naïve Bayes 

classification model and the splitting ratio for train and 

test is 0.7 and 0.3 as shown in Figure 2. After creation, 

that model is applied to the testing dataset to check the 

performance of the new model. 

 
 

Figure 2 Parameters of Split Data operator 
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III. RESULTS AND DISCUSSION 

 

The result is shown below. 

 
Figure 3 Distribution table 

 

From Figure3, we can see how confidence for the first example is calculated. The rows where “parents=usual”, 

“has_nurs=proper”, health=” recommended”. All these rows are used for calculations for confidences in this 

example. 

 

Table 1. First row of the labeled example set 

 

Rank Predicti 

on(rank 
) 

Confidence 

(recommend) 

confidenc 

e 

(priority) 

confidence 

(not_recom 
) 

confidence 

(very_recom 
) 

confidence 

(spec_prior 
) 

has_ 

nurs 

parent health 

recommen 

d 

priority 0.003296119 0.7850840 

7 

2.43E-08 0.168735691 0.04288409 

2 

prop 

er 

usual recommende 

d 

Figure 4 First row of the labeled example set 

Confidence (recommend) = P (Parents = usual | Rank=recommend) * P (has_nurs=proper | 

Rank=recommend) * P (health = recommended |Rank=recommend) * Posterior (recommend) =0.003 

Table1 shows the first row of the labeled dataset. There is a confidence attribute for each possible value 

of the label. The label value with the highest confidence is assigned as a predicted value for the example. 

In this example, the highest confidence (i.e., 0.785) is for label value= priority. Therefore this example is 

predicted as a priority. Similarly done for all other tuples. 
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Figure 5 Accuracy using naive Bayes model 

A confusion matrix is shown in Figure 5. It shows that the predictions are highly consistent with the 

dataset (accuracy =87.86%). The result shows that the simple model can generate a good fit for the nursery 

dataset. 

 

IV. CONCLUSION 

 

This paper observes the performance of the naive 

Bayes classification method. Bayesian classification 

delivers a probabilistic outline for a classification 

problem. It is one of the modest and popular methods 

that is used for classification. This method is used for 

classifying the nursery dataset where the dataset has a 

large set of features and features values to figure. Naïve 

Bayes is applied on the nursery dataset and the 

accuracy od model came 87.86% which is good. One of 

the main restraint of the model is the hypothesis of 

self-determining features and zero probability problem. 

In the future, we will use advanced methods for 

classification and will perform performance 

comparison with naïve Bayes. 
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