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ABSTRACT 

 

Software Defect Prediction [SDP] plays an important role in the active research 

areas of software engineering. A software defect is an error, bug, flaw, fault, 

mistake in software that causes it to create wrong or unexpected outcome. The 

major risk factors related with a software defect which is not detected during the 

early phase of software development are time, quality, cost, effort and wastage of 

resources. Defects may occur in any phase of software development. Booming 

software companies focus concentration on software quality, particularly during 

the early phase of the software development .Thus the key objective of any 

organization is to determine and correct the defects in an early phase of Software 

Development Life Cycle [SDLC]. To improve the quality of software, datamining 

techniques have been applied to build predictions regarding the failure of software 

components by exploiting past data of software components and their defects. 

Finally, in this study we discovered the application of machine learning on 

software defect management and prediction. 

Keywords :- Softwear defect prediction, Softwear  defect  management , Softwear 

quality , Machine learning. 

 

I. INTRODUCTION 

 

Software failure in system through time it 

automatically leads to software defect. Software 

defect are an error that are introduced by software 

developer and stakeholders. The main objective of 

software defect prediction is to improve the quality, 

minimized cost and time of software products. 

Software defect is also referred to as bug can be 

defined as shortage in the software product that 

causes the software not to perform its task as the 

programmer and customer needed. Machine Learning 

is one of the most vital and motivating area of 

research with the objective of finding meaningful 

information from huge data sets. The basic purpose of 

machine learning is to extract useful pattern from the 

data, mining data may be structured format (example. 

multiple data base) or text mining: unstructured data. 

In this study, we deeply observed the major factor of 

software failures that lead the software company to 

software defect, consume cost and times to test and 

maintenance after delivered to the stakeholders. In 

addition, we examine the recommended solutions to 

software failures, machine learning concepts and 

application of machine learning on software 
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engineering. Machine Learning is one of the most 

vital and motivating areas of research with the 

objective of finding meaningful information from 

huge data sets. The basic purpose of machine learning 

is to extract a useful pattern from the data, mining 

data may be structured format (example. multiple 

databases) or text mining: unstructured data (example, 

natural language document). In this study, we deeply 

observed the major factor of software failures that 

lead the software company to a software defect, 

consumer cost and times to test and maintenance 

after delivered to the stakeholders. In addition, we 

examine the recommended solutions to software 

failures, machine learning concepts. 

 

II. METHODOLOGY 

Input data information 

 

 
Figure 1: Overall system methodology 

 

Each reported bug contains set of fields that must be 

filled out by bug creator, bug resolver (software 

developer), project area, state, Resolution, creation 

date, type, severity, Title, bug validator (test 

engineer), priority, etc. Those fields are used to create 

training data (used to train a model) as well as scoring 

data (used to get prediction). Figure 1: Overall system 

methodology. 

 

Creation of training data set Each bug verified by test 

engineer has information that tells us if a bug has 

been fixed (the “Status” field). “Status” field is our 

target column we want to predict this field value 

[false, true] for not verified bugs. Verified bugs are 

used as training data since the target is known here. 

This is called supervised learning since we provide 

(supervise) learning process by providing target values 

in the training data set. Based on data gathered from 

verified bugs we create training data set consisting of 

feature columns and target column. 

 

III. MODELING AND ANALYSIS 

 

INPUT DATA SET MODELING  

 

 
Figure 2 : Input data set modeling. 

 

CERATION OF TRANING DATA SET MODELING  

 

 
Figure 3 : Training data set modeling 

 

IV. RESULTS AND DISCUSSION 

In this section, we validate our Bug reopen predictor. 

Experimental environment performance of Reopen-

Predictor is pycharm IDE and Python 3.7 . 

 

I would like to investigate, whether different 

numbers of selected features affect the I deal, since 

users don’t know how to choose the best number of 
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selected features for a new dataset, the performance 

of Bug Reopen Predictor should be relatively stable 

for different numbers of selected features, as long as 

they are within a reasonable range. 

 

 
Figure : 5 Sample Bug data in Exel Sheet 

 
Figure : 6 Parameter Arguments 

 
Figure : 7 Bug reopen probability result 1 

 
Figure : 8 Bug reopen probability result 2 

Figure : 9 Bug reopen probability result 3 

 

Save prediction results in bug record: 

 

Predicion result as well as probability are being saved 

in bug records as two additional fields. That allows to 

easily sort and validate the list of bugs awaiting 

verification. 

 

 
Figure 10. Scrrenshot of evaluation events chart. 

 

V. CONCLUSION 

 

Now a day the development of software based system 

are increasing from the previous years due to its 

benefit. However, the quality of the system is 

required before it is delivered to end users. Software 

defects prediction can effectively improve the 

efficiency of software testing and guide the allocation 

of resources and also improve the quality of the 

software development by predicting software fault at 

early stage of life cycle itself. In this project to predict 

the software faults a various machine learning 

technique and data mining technique can be used. 
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