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ABSTRACT 

Medical pictures have found wide uses in healthcare in recent years for diagnosing 

disease, therapy planning, and monitoring disease development, which include the 

collection of images of the afflicted organ utilizing various modalities. Picture 

segmentation is the technique of dividing an image into numerous segments, which 

is utilized in a variety of medical imaging applications. Aside from other organs, 

precise segmentation of MRI brain pictures aids physicians in the effective and early 

identification and detection of brain tumors. The abnormal development of cells 

within the brain structure is known as a brain tumor, also known as an intracranial 

neoplasm. This article attempts to examine several segmentation methods and 

determine the best appropriate approach to segment MRI brain pictures impacted 

by malignant tumors and assess the tumor's growth pattern, representing it as a 

binary image output to aid the physician in early diagnosis. 

Keywords : Image Preprocessing, Feature Extraction Image Segmentation, Image 

Classification, MRI images, Tumors. 

 

I. INTRODUCTION 

 

A brain tumor [1] is an abnormal development of cells 

in the skull that originates from brain, blood vessel, 

and nerve cells. Brain tumors can arise at any age, and 

the specific etiology of brain tumors is still being 

researched thoroughly. The general cause of malignant 

tumor development, particularly in brain cells, is 

ionizing radiation exposure and some hereditary 

variables. The symptoms of this terrible disease vary 

according to the size of the tumor cells, the grade or 

kind of tumor, and their location. Headache, numbness, 

convulsions, nausea, and other symptoms are frequent.  

The brain is a vital element of the human body that 

consists of many components such as Grey Matter 

(GM), White Matter (WM), Cerebrospinal Fluid (CSF), 

and backdrop. In general, the cells in the human body 

have the ability to multiply; as a result of this ability, 

the overall functions of the brain are governed. When 

the cell multiplicity becomes out of control, the 

growing cells become aberrant and are referred to as a 

brain tumor. In which the cells proliferate and 

replicate uncontrolled while controlling the regular 

cells. Then it is divided into the following groups. 

A benign tumor [2] is one that does not develop rapidly 

and does not harm the healthy tissues around it. 

Malignant is a highly serious stage that worsens over 

time and culminates in a person's death. MRI is 
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frequently utilized in brain tumor identification 

despite the fact that there are other imaging modalities 

for acquiring anatomical features of brain pictures, 

including Computed Tomography (CT), Positron 

Emission Tomography (PET), and Magnetic Resonance 

Imaging (MRI). This is due to the fact that the MR 

imaging approach is based on an imaging principle that 

is dependent on the spatial intensity resolution. 

MRI is a well-known medical imaging technique for 

detecting and seeing features in the interior structure 

of the brain. Furthermore, it contains extensive 

information regarding brain architecture, vascular 

supply, and cellular structure. As a result, it is a critical 

tool for successful tumor surveillance, diagnosis, and 

therapy [3]. It is a non-invasive medical diagnostic that 

produces a comprehensive image of organs, soft tissues, 

and bone by using a strong magnetic field, radio 

frequency pulses, and a computer. It does not utilize 

ionizing radiation and allows doctors to assess different 

regions of the body to identify the presence of a tumor. 

It is also used to detect issues including bleeding, 

damage, and blood vessel infection. In the realm of 

medical imaging, segmenting tumor parts in MRI has 

been an intriguing and developing study topic. 

Medical pictures are commonly utilized in healthcare 

for illness diagnosis and therapeutic planning. Images 

of the afflicted organs are captured and compared with 

an image atlas in any medical imaging program to 

evaluate and gather the necessary data for clinical 

analysis [4]. Images of the afflicted organs may be 

taken at multiple time intervals or with different 

sensors and compared to one another to determine the 

amount of pathogenesis. This study will also help with 

the integration of constructive data from clinical 

analysis and therapy. The computerized methods in 

imaging techniques of visualization minimize the 

complexity in the alignment and analysis of these 

pictures, but the complexity comes in the process of 

segmenting and registering the needed content of the 

image data. 

Image segmentation is the process of separating a given 

image into areas that are homogeneous in terms of 

particular characteristics and, ideally, correspond to 

genuine objects in the actual scene. The segmentation 

process is arguably the most essential stage in image 

analysis since its success has a direct impact on the 

performance of the succeeding image processing 

processes. Despite its relevance, segmentation remains 

an unresolved issue in general since there is no general 

mathematical theory. The two fundamental challenges 

of the segmentation problem are the limited nature of 

the segmentation procedure and the absence of 

definition of the “correct” segmentation. As a result, 

determining the validity and consistency of a 

segmentation result from a particular scene becomes 

possible only in specialized tasks, such as knowledge-

based and ground truth [5]. 

Brain picture segmentation from MRI images is hard 

and difficult, yet it is required for tumor identification 

and classification, edema, hemorrhage detection, and 

necrotic tissues. MRI imaging is the most effective 

imaging tool for detecting abnormalities in brain 

regions early. MRI image acquisition settings, unlike 

computed Tomography (CT), may be modified to 

generate high contrast images with varying gray levels 

for diverse instances of neuropathology. 

 

II. Literature Survey 

2.1 Pre-Processing of MRI Images 

Pre-processing is the basic and most essential image 

processing technology that assists medical image 

analysis in effectively diagnosing disease or planning 

therapy. The MR brain pictures are acquired with 

different degrading variables such as Gaussian noise, 

speckle noise, and non-uniform intensity distribution. 

The thorough study of known pre-processing 

approaches from the literature that aids in the 

development of the innovative segmentation 

methodology is provided below. 

The quality of MR images may be improved by pre-

processing them with a variety of filtering techniques 

such as the average filter, median filter, and wiener 

filter [7] . Following noise reduction and picture 

enhancement, the procedure of segmentation and 
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brain tumor identification was undertaken. The k-

means clustering approach is used to segment the MR 

brain picture and locate tumor cells [8]. A hybrid 

clustering approach is tested by merging the k means 

and fuzzy c means algorithms, which demonstrated 

superior efficiency in tumor segmentation (Abdel et al. 

2015). This approach involves several phases of image 

processing, beginning with filtering and progressing 

through clustering, feature extraction, contouring, and 

eventually segmenting. In this study, the median filter 

is used to reduce noise and enhance picture quality, as 

well as to remove the skull in order to use hybrid 

segmentation with less iterations and execution time. 

However, due to the difficulties in removing the 

backdrop and contouring further, this approach 

reported with less accuracy. 

The use of deep learning algorithms to pre-process MR 

brain to segment gliomas was also considered as a first 

procedure for effective outcomes. This task entails 

converting all of the pictures to the same size, 

subtracting the mean value of the entire image from 

the intensity value of each pixel, and then normalizing 

the intensity using histogram normalization [9]. The 

pre-processing is improved by transforming the RGB 

or greyscale picture to binary images and then setting 

a suitable threshold to assess the change in the 

intensity scale throughout the image [10]. 

2.2 Feature extraction methods for MRI images 

Only by selecting and extracting the characteristics 

that must be segmented will image segmentation be 

more efficient and precise. This decreases the 

complexity, and therefore the segmentation 

computational time. The following is a comprehensive 

overview of feature selection and extraction 

approaches. The 3D voxels were generated from the 

input MRI brain picture using a simple linear iterative 

clustering approach built from the information theory 

discriminative segmentation method [11]. However, it 

was shown that this technique needs the least amount 

of time since feature extraction assisted in getting 

valuable information prior to performing 

segmentation [12]. In order to detect tumors, a new 

technique integrating wrapper methods and 

embedding methods was used in feature selection of 

brain MR images [13]. The support vector machine was 

utilized in this direct iterative method to prioritize the 

collected features based on the statistical analysis's 

supplied weights. Using Gabor wavelet and statistical 

feature extraction techniques, a completely automated 

segmentation approach was created [14]. The goal of 

this study was to decrease the complexities and 

problems of computing in a totally automated way. 

However, in tumor analysis, this approach solely 

employed single spectrum MR brain pictures. A 

multifractal feature-based method was used to segment 

MR brain images for tumor detection. The adaboost 

ensemble classifier was employed in this approach to 

identify the tumor affected and non-tumor affected 

areas of the MR image. This method resulted in lower 

accuracy in complicated tumor areas. The Grey level 

Co-occurrence matrix, which is based on a statistical 

analysis approach that analyzes the relationship among 

the pixels in any input MR brain picture, may also be 

used for feature extraction [15]. The extraction of 

features from MR brain pictures is extremely useful in 

neuroscience and neuroimaging. When features are 

extracted effectively, the accuracy of diagnosis or 

therapy planning improves. Principal component 

analysis-based extraction is one such method for 

increasing the accuracy of MR brain image feature 

extraction by classifying the axial slices as normal or 

abnormal tumour affected images [16]. 

2.3 Segmentation of MRI images 

The extraction and categorization of the areas as 

normal and abnormal is the primary issue in brain 

tumor detection. The segmentation accuracy was 

improved by experimenting with region selection and 

edge detection based brain tumor categorization. For 

greyscale pictures, enhanced fuzzy filtering-based 

noise reduction is performed [17]. In MR brain image 

segmentation, an unsupervised segmentation 

technique based on extended fuzzy C means 

segmentation was also tried. The adoption of a 

nonlocal framework proved helpful in overcoming the 
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intensity in homogeneity and artifacts in brain tissue 

imaging. A patch driven level set using sparse 

representation approaches is used in the segmentation 

of a newborn MR brain picture, resulting in enhanced 

accuracy in segmenting grey and white matter. To 

attain spatial regularity and overcome the difficulties 

of image capture noise, automated segmentation of 

lesions from MR images was also attempted. Brain 

tumor cells were retrieved using an artificial bee 

colony method that was based on fuzzy C means, fuzzy 

K means, and a genetic algorithm. 

The FCM technique is used to execute an automated 

approach to brain image segmentation, with the goal 

of enhancing resilience and accuracy [18]. However, it 

was unable to overcome the difficulties of high 

computational complexity, making it unsuitable for 

flawless brain picture segmentation. To address 

problems such as significant fluctuations in the edges 

of tumor cells as well as ambiguous borders, a new 

technique based on local independent projection 

dependent classification was explored. Another 

thresholding-based segmentation technique, known as 

real coded genetic algorithm with simulated binary 

cross over multilayer thresholding, claimed great 

efficiency and accuracy. Multiple transfer classifiers 

outperformed current supervised classifier-based 

methods in terms of classification errors. 

The non parametric model distribution approach is 

used to identify normal areas, whereas the graph cut 

distribution method is utilized to find tumors [19]. This 

strategy assisted in assessing the global similarity of 

distributions in a limited region by experimenting with 

and evaluating the performance of the MICCAI data 

set. However, the main disadvantage of this approach 

is that higher image quality is required to minimize 

artifacts. The Fuzzy C Means (FCM) segmentation 

approach was utilized to detect and categorize tumor 

stages from MR brain images. FCM methods were 

shown to be superior to neural network-based 

classification, which required significant monitoring 

and training in order to detect tumor cells. FCM 

technique-based segmentation of brain tumor cells was 

shown to be more efficient than neural network-based 

segmentation approaches. 

Mesh to volume based segmentation was tested in the 

segmentation of brain tumor cells with enhanced 

accuracy, high robustness, and high sensitivity in 

distinguishing the morphologies of healthy and 

afflicted cells [20]. However, this approach was 

believed to be more complicated. The Non-Negative 

Matrix Factorization (NMF) approach is also used to 

identify brain tumors using image segmentation by 

imparting histogram equalization, median and high 

pass filtering, and threshold based segmentation, 

morphological procedures, and image subtraction. For 

identifying brain tumors, a novel graph cut 

distribution matching approach based segmentation 

was explored. A non parametric model is used to 

characterize the normal pixel from the input data, in 

addition to removing the isolated parts of the picture 

and assessing the global similarity metric between the 

distribution functions. For clustering the super voxels 

in the brain, an Information Theoretic Discriminative 

Segmentation (ITDS) approach was used [11], in which 

the informative characteristics were picked 

concurrently and the uncertainties of super voxel 

assignment were removed. A novel robust mixture 

model for outlier identification is presented to improve 

robustness by choosing outliers based on each 

component's confidence level. It was also 

demonstrated that transfer learning-based 

segmentation approaches enhanced the overall 

efficiency of supervised brain image segmentation 

algorithms. To separate tumor cells from an MR brain 

picture, the Self-Organizing Map (SOM) was used in 

conjunction with the fuzzy k-means method [21]. 

Because SOM lowers the dimensionality of the 

collected features and groups them appropriately, this 

was able to produce correct segmentation results. 

However, this model was unable to evaluate vast 

amounts of data. The histogram equalization technique 

and the discrete wavelet transform are used to improve 

the image's quality. Particle swarm optimization (PSO) 

was used to choose the best solutions, while SVM was 
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used for segmentation. The method's main weakness is 

that it failed to analyze multiple performance metrics 

for huge volumes of data. A new vector quantization-

based segmentation technique can detect brain tumor 

cells [22]. It is a classic quantization approach in which 

the probability density functions are represented by 

the protype vectors distribution. This may also be used 

to compress a huge volume of data by splitting it into a 

large collection of points. 

Table 1 Summary of literature review 

 

 
 

 

III. Literature Review Findings 

 

The comprehensive literature review provided an 

accurate overview of the existing segmentation 

techniques and their limitations. Furthermore, 

knowing the picture better is more essential than 

selecting the best segmentation method since pre-

processing resolves many difficulties related to 

segmentation accuracy. The intensity of each pixel 

may fluctuate depending on the noise level influencing 

each pixel, increasing the difficulty in precisely 

recognizing the position of the tumor cells. The 

inhomogeneous intensities in the MR brain picture are 

caused by the high degree of impulse noise and the 

biasing field of the image collecting equipment. 

One of the primary challenges of present segmentation 

approaches is their reliance on picture intensity 

uniformity, which has a direct impact on segmentation 

accuracy (Ahmed et al. 2016). The following 

interpretations were found in the included literature 

survey on several available brain image segmentation 

methods. 

1. Unsuitability for varying or multimodalities in MR 

brain images.  

2. Less efficient for complex tumour stages including 

Stage III and IV  

3. Increased complexity of computation  

Given the limitations of existing MR brain image 

segmentation, a novel segmentation process that 

overcomes the shortcomings of all existing techniques 

is required. Furthermore, a review of the literature 

found that no standard algorithm has been created to 

cater to the various levels of tumor growth based on 

the harmful implications. This study intends to create 

a series of algorithms that will only be used for 

medullablastoma and astrocytoma, the two most 

common kinds of tumors that arise in the cerebellum 

and cerebrum, respectively. 

 

IV. Future Research Directions 

The inhomogeneous intensity noise in MR brain 

pictures always influences the pixel intensity. This, in 
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turn, has an impact on the exact spotting of tumor cells, 

resulting in incorrect segmentation findings. 

According to the literature, present segmentation 

algorithms are typically dependent on the uniformity 

of the image intensities and hence fail to provide 

reliable segmentation findings in MR brain pictures, 

commonly leading to erroneous localization of tumor 

cells. There is a need to create algorithms for sequential 

segmentation of MRI brain images in order to 

overcome the obstacles in identifying brain tumors. 

The goal of this study is to create an appropriate 

segmentation method for segmenting MR brain images 

impacted by tumors with enhanced segmentation 

accuracy. The created algorithms have the ability to 

achieve optimal solutions for developing a solution 

approach for segmenting real-time MR brain pictures 

impacted by medulablastoma. The performance 

analysis is based on the many factors in the 

segmentation issue. 

Combining the benefits of threshold-based and region-

based segmentation approaches to aid in the efficient 

segmentation of MR brain images impacted by 

medullablastoma. 

To demonstrate, that there is a possibility of 

combinational method of particle swarm optimization 

and fuzzy K means to eliminate the redundant 

information in real time MR brain images affected 

with medullablastoma.  

To increase and improve segmentation accuracy, the 

skull structure was removed and the MR brain images 

were registered before segmentation to detect 

astrocytoma using a texture-based pixel connection 

approach. 

To address the improvement of segmentation accuracy 

and reduction in segmentation complexity, parameters 

such as variance, mean square error, true positive, true 

negative, false positive, false negative, sensitivity, 

specificity, and accuracy are simulated and compared 

with other existing segmentation algorithms that suit 

real-time MR brain images affected by cancer. 

 

 

V. CONCLUSION 

 

Image processing is used to increase image quality for 

better human comprehension. MRI pictures are the 

greatest tool for detecting aberrant tissue development 

in the brain, whereas CT scans are excellent for bone 

issues. Soft tissue abnormalities will be best shown by 

an MRI scan. The image's quality is degraded due to 

noise. There is a chance that the physician will 

incorrectly identify an MRI picture due to noise. Image 

segmentation attempts to divide the input image into 

smaller images for further processing. Combining 

segmentation with threshold-based particle swarm 

optimization with fuzzy k means improves 

segmentation accuracy. Thresholding is a traditional 

method of segmentation based on intensity levels that 

does not work well with multichannel images. This 

article attempts to examine several segmentation 

methods and determine the best appropriate approach 

to segment MRI brain pictures impacted by malignant 

tumors and assess the tumor's growth pattern, 

representing it as a binary image output to aid the 

physician in early diagnosis. A critical examination of 

the existing approach is given. This will aid in the 

development of a more efficient hybrid technique for 

MRI picture segmentation. 
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