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ABSTRACT 

 

The task of automatically analyzing sentiments from a tweet has more use now than 

ever due to the spectrum of emotions expressed from national leaders to the average 

man. Analyzing this data can be critical for any organization. Sentiments are often 

expressed with different intensity and topics which can provide great insight into 

how something affects society. Sentiment analysis in Twitter mitigates the various 

issues of analyzing the tweets in terms of views expressed and several approaches 

have already been proposed for sentiment analysis in twitter. Resources used for 

analyzing tweet emotions are also briefly presented in literature survey section. In 

this paper, hybrid combination of different model’s LSTM-CNN have been 

proposed where LSTM is Long Short Term Memory and CNN represents 

Convolutional Neural Network. Due to issues such as background clutter, partial 

occlusion, changes in scale, viewpoint, lighting, and appearance, recognising 

human activities from video sequences or still, images is a difficult process. Many 

applications, such as video surveillance systems, human-computer interaction, and 

robotics for human behavior classification, necessitate multiple activity recognition 

systems. We рrоvidе an efficient approach for human activity classification and 

extraction. In our project, we looked into the flaws of existing human recognition 

systems. We proposed using multiple frames and averaging their averages to 

determine the activity label rather than using a single frame to solve these 

restrictions. This strategy is efficient since we are averaging n frames and 

considering temporal storage. 

Keywords : Emotion Detection, Natural Language Processing, Sentiment Analysis, 

Text-Based Emotion  Detection 

 

I. INTRODUCTION 

 

Sentiments are something that one can express 

through various ways as it could be verbal, written or 

over the internet. Natural Language Processing and 

Python provide a well-developed tool with which 

one can easily get rid of the lexical adulterations and 

focus on the actual context to successfully predict the 

sentiments for the same. 

http://www.ijsrset.com/
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In human-to-human interaction and interpersonal 

relationships, Human Activity Recognition (HAR) 

plays an important role. It рrоvides infоrmаtiоn 

аbоut a реrsоn's identification, personality, and 

psychological state. The ability to perceive another 

person's actions is a natural human trait. Computers, 

on the other hand, face a difficult task. In the realm of 

computer vision and machine learning, HAR is the 

most popular research. Many applications, such as 

video surveillance systems, human-computer 

interaction, and robotics for human behavior 

classification, necessitate multiple activity recognition 

systems. 

 

Human activity recognition (HAR) is a vast topic of 

study that focuses on identifying a person's individual 

movement or action based on sensor data. Indoors, 

common activities such as walking, conversing, 

standing, and sitting are examples of movements. 

They could also be more targeted actions, such as 

those carried out in a kitchen or on a manufacturing 

floor. Video, radar, or other wireless technologies can 

be used to record sensor data from afar. Data can also be 

collected directly on the subject, such as through the 

use of specialized hardware or smartphones with 

accelerometers and gyroscopes. 

 

Among the many classification techniques, two main 

questions arise: "Whаt асtiоn?" and "Whаt асtiоn?" 

(i.e., the recognition issue) and "Where in the video?" 

(This is known as the lосаlizаtiоn рrоblеm). When 

attempting to recognize human activities, one must 

first determine a person's kinetic states so that the 

computer can efficiently recognise the activity. 

Human activities like "wаlking" and "running" arise 

naturally in everyday life and are quite simple to 

recognise. On the other hand, more complicated 

operations, such as "peeling an apricot," are more 

difficult to recognise. Complex tasks can be 

decomposed into simpler activities that are more 

easily recognised. Detecting objeсts in a scene mаy 

hеlp tо bеttеr understаnd humаn асtivitiеs by  

рrоviding valuable infоrmаtiоn аbоut the upcoming 

event. 

The goal of human activity recognition is to look at 

activities from video or still images. Human аctivity 

recognition systems are driven by this fact to 

accurately classify input data into its underlying 

аctivity category. Human activities are divided into 

five categories based on their complexity: I gesture; (ii) 

atomic actions; (iii) humаn-to-object or humаn-to-

humаn interасtiоns; (iv) group actions; (v) behaviours; 

and (vi) events. 

 

HR has been a difficult problem to solve, but it must 

be done. It will mostly be employed as an assistive 

technology in eldercare and healthcare when 

combined with other technologies such as the 

Internet of Things (IoT). HR can be carried out with 

the assistance of sensors, smartphones, or images. In 

this paper, we present a number of state-of-the-art 

methods and describe each one using a literature 

survey. Different datаsets are used for each of the 

methods in which data is collected using various 

devices such as sensors, images, accelerometers, 

gyroscopes, and so on, and these devices are placed in 

various locations. The findings of each technique and 

the type of data set are then compared to provide a 

result. 

 

The goal of human activity recognition (HAR) is to 

characterize a person's actions based on a set of sensor 

readings. Collecting this type of information is no 

longer a difficult undertaking. With the rise of the 

Internet of Things, nearly everyone now owns a 

device that tracks their movements. A smartwatch, a 

pulsometer, or even a smartphone can be used. 

Typically, this is done using a fixed-length sliding 

window approach for feature extraction, which 

requires two parameters to be fixed: the window size 

and the shift. 
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These are some of the data you could use: 

 

1. Body acceleration. 

2. Gravity acceleration. 

3. Body angular speed. 

 

The machine learning model used for activity 

recognition is built on top of the devices' available 

sensors. 

 

II. LITERATURE REVIEW 

 

To get a proper idea about the human activity 

recognition system, it was important to review some 

of the previous works of other researchers in the 

field. We studied published information in this 

particular subject area to expand and diversify our 

knowledge base of this topic. 

 

In [1] a CNN-LSTM is offered as a comprehensive 

deep learning-based activity recognition architecture 

to minimise model complexity and enhance accuracy, 

while in [2,] a method to automatically pull out 

discriminative characteristics for recognising 

activities is described. Essentially, the approach 

described here employs CNN to capture local 

dependency as well as signal scale invariance. 

 

[3] introduces the scene context characteristics that 

characterise the subject's environment on a global 

and local level. A DNN structure has been described 

in order to provide a high-level description of human 

activity that combines motion and context data. A 

HAR system is created in [4] using a RESNET-34 3D 

CNN Model. The model is trained using the Kinetics 

data set, which has 400 classes depicting human 

actions in ordinary life and work, each with 400 or 

more films. 

 

[5] presents a case study in which the use of a CNN 

feature extractor that has already been trained is 

evaluated in real-world scenarios. Different topologies 

are first assessed in order to identify the best models for 

human activity recognition. In this approach, a CNN 

model that has been pre-trained can be obtained. The 

model is then used as a feature extractor to evaluate its 

performance on a large-scale real-world dataset. In 

[6,] thirty-two research publications based on sensing 

technology used in human activity recognition were 

examined, with the three main categories being RGB 

cameras, depth sensors, and wearable devices. There is 

also a full discussion of the advantages and 

disadvantages of the sensing technology. 

 

A fantastic method for action detection, localization, 

and video matching is provided in the paper [7], which 

is based on a hierarchical codebook model of local 

Spatio-temporal video volumes. For human activity 

recognition, convolutional layers are combined with 

LSTM and a deep learning neural network in [8]. The 

model described here uses an automated technique to 

extract the characteristics, which are then further 

classified using model attributes. 

 

[9] compares deep, convolutional, and recurrent 

techniques on three datasets. These datasets are made 

up of movement data collected by wearable sensors. 

As proposed in [10], 

 

off-the-shelf sensors from smart phones and smart 

watches are coupled and used to recognize human 

activities. This provides the optimal balance of 

computational complexity and recognition accuracy 

for the system. Several evaluations were conducted in 

order to identify which classification method and 

features should be employed. 

 

In [11], a survey is presented that focuses on systems 

that try to classify full-body motions like punching, 

walking, waving, and so on, and they are classed 

based on how they describe the spatial and temporal 

structure of actions. [12] offers a deep neural network 

that uses convolutional layers and long short-term 
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memory (LSTM) to automatically extract activity 

features and classify them using only a few model 

parameters. 

 

[13] proposes an effective HAR approach called 

Inertial sensor signal to Image(Iss2Image). It's a 

revolutionary encoding approach that converts an 

inertial sensor input into an image with minimal 

distortion, as well as a CNN model for activity 

classification based on images. [14] introduces a new 

way for recognizing human activities. This technique 

has greatly improved recognition accuracy while also 

reducing complexity. A two-stage end-to-end CNN 

and data augmentation are used in this method. 

 

[15] describes a ConvNets-based technique for 

activity recognition. Multiple visual signals are 

combined in this method. In this research, skeleton 

images are generated from skeleton joint sequences 

using a novel approach. This is how motion data is 

represented. [16] develops an acceleration-based 

human activity recognition system using a CNN 

model. The convolution kernel is tweaked in this case 

to fit the properties of tri-axial acceleration signals. A 

comparison of this strategy with various other ways 

for achieving recognition is performed on the same 

dataset. 

 

[17] uses a smartphone accelerometer sensor to collect 

data on three human activities: walking, running, and 

staying stationary. A 1D CNN-based approach is used 

to recognize these human actions. 

 

Various Machine learning and Deep learning 

methods have been introduced for sentiment analysis 

of tweets. State-of-the-art systems [11,12] used 

approaches of incorporating various models also, 

applied highlight vectors including semantics, 

syntactic elements, and word embeddings to show 

tweets. There have been a great deal of manners by 

which specialists have used to arrange Reddit 

remarks as "discouraged" or "not discouraged" [13]. 

The paper utilizes a BERT [14] based model, and a 

brain network with a word inserting (CNN) model 

for characterization. Their outcomes showed that 

CNN without implanting performed better compared 

to the BERT based model. Lexical revisions 

furthermore, concentrated preprocessing with an 

Apache System (SVM) [15] have been utilized to 

form a model with 5% more prominent precision 

than the customary opinion investigation technique. 

However the research plainly makes reference to in 

the end that the outcome will exposed to change to a 

huge degree relying upon the dataset utilized.  

 

This new review [16] principally centered around 

twitter involves an unaided methodology for a 

graphical portrayal of feelings all progressively 

applied over scale dataset for the years 2014-2016. 

Sondy [17] an open source java based social elements 

analyzer with its primary center being client impact 

and occasion recognition. Lambda design is likewise 

programming engineering and is used alongside AI to 

break down enormous information streams like 

twitter. Lexical assets like Wilson et al. [18] named a 

rundown of English words in sure and negative 

classes. Once again [19] application for twitter has 

utilizes the AFINN dictionary which is a rundown of 

words appraised from −5 to 5 based on how positive 

or negative they are. Research papers as composed by 

broadly utilized the Stanford NLP library which 

produces incredible outcomes for deliberation and 

evacuation of information. Different Deep learning 

models have been used to foster start to finish 

frameworks in many errands including text order, 

discourse acknowledgment and picture 

characterization. Results show that these sorts of 

frameworks naturally separate significant level 

highlights from crude information [20,21]. 
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III. METHODOLOGY 

 

Extracting a single frame of video and then 

recognizing and classifying the activity in that frame 

is the simplest way to identify Human Activities in 

video segments. All of the individual frames' Human 

Activity can be detected, and the activity can be 

assigned to that frame. However, as previously stated, 

there is a disadvantage to this approach in that the 

model will not be able to achieve higher accuracy. 

Another disadvantage of this approach is that if we 

consider, for example, a person playing football on a 

field and a person running on a track, the activity of a 

person playing football on a field could be incorrectly 

classier as running because we are only recognising key 

activity. 

 

Extracting a single frame of video and then 

recognizing and classifying the activity in that frame 

is the simplest way to identify Human Activities in 

video segments. All of the individual frames' Human 

Activity can be detected, and the activity can be 

assigned to that frame. However, as previously stated, 

there is a disadvantage to this approach in that the 

model will not be able to achieve higher accuracy. 

Another disadvantage of this approach is that if we 

consider, for example, a person playing football on a 

field and a person running on a track, the activity of a 

person playing football on a field could be incorrectly 

classified as running because we are only recognizing 

key activity. 

Figure 1. Deep Neural Model 

 

Instead of classifying and showing findings for a 

single frame, we average outcomes over n finite 

frames to solve this challenge. That flashing would be 

effectively eliminated. We can utilise the moving 

average/rolling average technique with a n sized 

window once we've determined the value of n. 

Consider, 

n - Number of frames to average over 

Pf - Final predicted probabilities 

P - Current frame’s predicted probabilities P-1 - Last 

frame’s predicted probabilities P-2 - 2nd last frame’s 

predicted probabilities 

. 

. 

P-n+1 = (n-1)th last frame’s predicted probabilities 

 

We will sum the probabilities of all individual 

recognized activities and take the average of it. The 

activity with the maximum average is chosen. 

For example, If we consider n as 3 and two classes i.e. 

[Running, Walking] then the predicted probabilities for 

P-2, P-1 and P are [0.95,0.05], [0.97,0.03], [0.98,0.02] 

respectively 

 

Then the predicted values, 

for Running = (0.95 + 0.97 + 0.98)/3 = 0.97, 

for Walking = (0.05 + 0.03 + 0.02)/3 = 0.03 

As 0.97 (Running score) > 0.03 (Walking score), 

hence, Prediction = Running. 
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Using this implementation we can get rid of 

flickering. Apart from averaging the n frames there is 

also a need to store temporal information of the 

sequence of frames as the model will not be able to 

distinguish between a similar set of actions of a 

person in the same environment as averaging would 

not be useful here if we do not know the sequence of 

frames ex: Action of a person sitting down and 

standing up on a chair will have the same values of 

average probability. So we also need to consider its 

sequence. 

 

 
So, we use Single-Frame CNN Architecture in which 

we average the probability of n frames and also 

account for the sequence of frames, utilizing the 

temporal information in a video to solve the above 

issues, considering the environmental context. This 

approach works efficiently as we are averaging n finite 

frames. Hence we can also take a few spread out frames 

out of n frames to avoid unnecessarily classifying all n 

frames. 

 

IV. CONCLUSION AND FUTURE SCOPE 

 

Human Activity Recognition (HAR) provides 

information on a person's identity, personality, and 

psychological state which helps for sentiment 

classification. It is important in human-to-human 

interaction and interpersonal relationships. We 

investigated the shortcomings of existing human 

recognition systems in our project. Instead of 

utilizing a single frame to address these limitations, 

we recommended employing numerous frames and 

averaging their averages to determine the activity 

label. Because we are averaging n frames and 

considering temporal storage, this technique is 

efficient. As a result, we were able to propose a 

systematic method for the HAR system. The accuracy 

that our model gives is 98%. 

 

In the future, our application can be integrated with 

various other applications. HAR can be used in daily 

life monitoring applications and elderly care 

applications. We can also combine HAR with smart 

surveillance systems, medical research, automatic 

sports commentary, and other applications. It can also 

be used to monitor social distance, monitor public 

places and to prevent crimes. 
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