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ABSTRACT 

 

The secret of doing successful business lies in the accuracy of the decisions taken 

for the inventory management, production plans, being customer centric and being 

agile for the market developments. The business data processing for any business is 

huge one and may contain many hidden things, which must be revealed out 

intelligently and with optimization with respect to the time and other source 

constraints. Many times, it is beyond the scope of the human mind to figure out and 

relate the interdependencies of the multiple factors embedded in the business data 

and hence the machines could help in this context to make the task easy. When it 

comes to find the Association rules between different products of any shop or store, 

the Apriori algorithm tops the choice. The current review work depicts the attempts 

to use the Apriori algorithm in an optimized way and implementing the same 

according to the prevailing conditions. 
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I. INTRODUCTION 

 

Apriori algorithm refers to the algorithm, which is 

used to calculate the association rules between objects. 

It means how two or more objects are related to one 

another. In other words, we can say that the apriori 

algorithm is an association rule leaning that analyzes 

that people who bought product A also bought product 

B. The primary objective of the apriori algorithm is to 

create the association rule between different objects. 

The association rule describes how two or more objects 

are related to one another. Apriori algorithm is also 

called frequent pattern mining. Generally, you operate 

the Apriori algorithm on a database that consists of a 

huge number of transactions. Let's understand the 

apriori algorithm with the help of an example; suppose 

you go to Big Bazar and buy different products. It helps 

the customers buy their products with ease and 

increases the sales performance of the Big Bazar. In this 

tutorial, we will discuss the apriori algorithm with 

examples. We take an example to understand the 

concept better. You must have noticed that the Pizza 

shop seller makes a pizza, soft drink, and breadstick 

combo together. He also offers a discount to their 

customers who buy these combos. Do you ever think 

why does he do so? He thinks that customers who buy 

http://www.ijsrset.com/
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pizza also buy soft drinks and breadsticks. However, by 

making combos, he makes it easy for the customers. At 

the same time, he also increases his sales performance. 

Similarly, you go to Big Bazaar, and you will find 

biscuits, chips, and Chocolate bundled together. It 

shows that the shopkeeper makes it comfortable for 

the customers to buy these products in the same place. 

The above two examples are the best examples of 

Association Rules in Data Mining. It helps to learn the 

concept of apriori algorithms. 

Apriori algorithm refers to an algorithm that is used in 

mining frequent products sets and relevant association 

rules. Generally, the apriori algorithm operates on a 

database containing a huge number of transactions. For 

example, the items customers but at a Big Bazar. 

Apriori algorithm helps the customers to buy their 

products with ease and increases the sales performance 

of the particular store. 

 

II. RELATED WORKS 

 

In [2], Ashish Shah et al proposed a method, which 

tries to find the frequent item sets in a bottom-up 

manner as well as a top down manner. It maintains a 

list of al item sets. While passing through the database, 

it counts the support of these large candidate item sets 

to see check if they are actually frequent. In such an 

event, it is known that all the subsets of these frequent 

sets are going to be frequent and so they can be remove 

from the list to be scanned. This will increase 

performance. If lucky, it may discover a very large 

maximal frequent item set very early in the algorithm. 

Consider a pass k, which signifies the length of item 

sets to be searched. If some item set that is a maximal 

candidate item set, say X, if frequent then all its subsets 

and constituents must be frequent as well. Hence, all 

of its subsets should be pruned from the set to be 

scanned. In this procedure, all candidate sets 

considered in the bottom-up direction in the pass are 

removed. If this set subsumes all the candidate sets of 

level k, then there is no need to proceed further and 

thus save many database passes. Clearly, the proposed 

technique has an advantage over apriori algorithm 

when the largest frequent item set is long. In every 

step, author prune all items whose support is less than 

the min sup count from the maximal candidate item 

set. Let’s call the maximal candidate item set M. After 

generating candidate item sets, author divides them 

into 2 categories. One whose support is above the 

minimum support threshold go into category L and 

ones whose support is below the threshold into 

category S.  

 

In [3] Yi cong et. al states that Apriori algorithm 

generates large number of candidate item sets while 

discovering frequent item sets and with repeated 

scanning I/O takes large time. Author states that after 

scanning the database for the first time, new database 

is obtained. At the same time, judgment dataset is also 

added and the irrelevant and meaningless candidate 

item sets are removed which reduces the time 

consumption cost. When this approach was compared 

with the classic Apriori algorithm, following results 

obtained. 

 

 
 

Fig. 1  Comparison of two algorithms with same 

support [3] 
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Fig. 2 Comparison of two algorithms with same 

confidence [3] 

 
Fig. 3 Comparison of two algorithms with same 

number of items [3] 

 

In [4], Hanxiao Zhang, Wei Song, Lizhen Liu, Hanshi 

Wang et. al. mainly discuss the application of Matrix 

Apriori algorithm in Web log mining based on matrix 

storage. First, authors analyze the improvements of 

Matrix Apriori and describe the process of the 

algorithm. Authors make some comparisons of several 

association rules algorithms. Then, Matrix Apriori 

algorithm is applied to Sogou search log and shoes 

website search log. Finally, according to the results of 

the Web log mining, authors can make personalized 

recommendation and optimize site settings. In order to 

make some comparison, Apriori algorithm, Apriori Tid 

algorithm and Apriori_LB algorithm are applied to 

Web log mining. As the increasing of the data, the 

Matrix Apriori’s efficiency has obvious improvement 

as shown in fig 4 as shown figure. 

Fig.4 The comparison between Apriori algorithm, 

AprioriTid algorithm, Apriori_LB algorithm and 

Matrix Apriori [4] 

 

In [5] XU Hongfei, LIANG Xuesong, CUI Wei, LIU 

Wei et. al. proposed Apriori algorithm of riddling 

compression and has carried on the simulation, the 

result demonstrated the Apriori algorithm of riddling 

compression can improve the efficiency greatly. It can 

greatly reduce the candidate frequent item sets, keeps 

the completion of frequent item sets, reduces the cost 

of computing, and improve the efficiency of algorithm. 

 
Fig. 5:  Improved mining algorithms and Apriori 

algorithm running time comparison [5] 

 

In [6] Mohammad Javad Shayegan Fard and Parsa 

Asgari Namin et. al. carried review which  aims to 

present an insight into the works done in the 
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intersection of two matters: big data and the Apriori 

algorithm. It is concerned with Apriori based 

algorithms presented in the recent decade with a focus 

on the three popular big data platforms: Apache 

Hadoop, Spark, and Flink. Also, a major point of each 

approach and solution is presented. The prominent 

conclusions of the reviews are depicted in following 

figures. 

 
 

Fig.6: Frequency of new algorithms based on Apriori, 

introduced in each year [6] 

 
Fig.7: Frequency of various datasets used in reviews [6] 

 

In [7] Fulan Ye et. al. see that the common point of the 

improved algorithm and Apriori Algorithm is to get 

the frequent item sets Lk whose support degree is not 

less than the minimum support degree given by users 

by scanning data The improved algorithm first 

transforms the database into a HASH table, so only the 

items in the k-item set need to be scanned when 

calculating the support, without scanning the whole 

HASH table. Secondly, the improved algorithm counts 

the elements that will participate in the combination 

before considering the candidate item set of 

combination, and decides to exclude some elements 

that do not meet the combination condition according 

to the result of counting, which reduces the possibility 

of combination Directly reduces the number of loop 

judgments. The improved algorithm improves the 

efficiency largely. The results are shown in fig. below. 

 

Fig.8: Algorithm efficiency comparison [7] 

 

In [8] Hongqin Wang, Hongxia   Wang, Huiyong Jiang, 

Lina Yuan et.al., authors proposed the approach in 

which  Apriori algorithm is parallelized and improved 

by using MapReduce in the Hadoop platform. The 

improved algorithm is called IApriori. The IApriori 

uses the Map function to block the original data set, 

which is distributed by the main process to the 

computers with Hadoop cluster, all of the partitioned 

k-item candidate set support numbers obtained by the 

Map process are combined to obtain the global k-item 

candidate set support number, which is done by the 

Reduce function in MapReduce. The complete set of K 

frequent itemsets is calculated from the support for the 

complete set of candidate items. Each computer starts 

the next Map process to handle the second block of 

data, after the global set of frequent k terms for a block 

of data has been calculated, and so on, until all the data 
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blocks are processed. The results obtained by 

comparing the Apriori and the IApriori are shown in 

the figure below with minimum confidence and 

support . 

 

 
Fig.9: performance comparison of the two algorithms 

[8] 

 
Fig.10: Comparison of response time with minimum 

support [8] 

 

 

 

 

 

 

 

 

 

Fig.11: Comparison of response time with change 

in minimum confidence[8] 

III. CONCLUSION 

 

In this review, we reviewed many approaches that are 

related with improving the original classic Apriori 

Algorithm some of which are resource efficient and 

some are output accuracy specific. The best 

improvement in an Apriori algorithm is in terms of the 

saving of memory and time complexity and the same 

time producing the most relevant association rules that 

can yield the better profit by helping in taking the 

optimized inventory and business decisions.  
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