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ABSTRACT 

 

Stress is a normal phenomenon in today’s world and it causes people to respond to a variety of factors, resulting 

in physiological and behavioral changes. If a person is stressed for a long time, it will have an effect on bodies. 

Many health conditions are associated with stress, can be avoided if stress is detected soon. When a person is 

stressed, a pattern can be detected using various bio-signals such as thermal, electrical, impedance, acoustic, 

optical and stress levels can be identified using these bio-signals. The main objective of this work is to detect 

stress among people using Machine Learning techniques. Due to the importance of stress detection and 

prevention, many traditional and advanced techniques were developed. In this proposed system, logistic 

regression is used for stress detection. The key indicators of stress are heart rate, respiratory rate, skin 

conductance, RR interval, heart rate variability in the electrocar- diogram, and muscle activation measured by 

electromyography are evaluated based on a publicly available WESAD (Wearable Stress and Affect Detection) 

dataset. The data preprocessing is done by interquartile range, feature selection is done by sequential forward 

selection method and classification is done by logistic regression algorithm. The proposed classifier gives a 

better accuracy. 

Index Terms—Physiological signals, electromyography, electro- cardiogram, interquartile range, logistic 

regression 

 

I. INTRODUCTION 

 

In psychology, stress is a feeling of emotional strain and pressure. Stress is a type of psychological pain. Small 

amounts of stress may be beneficial, as it can improve the athletic performance, motivation and reaction to the 

environment. Excessive amounts of stress can increase the risk of strokes, heart attacks, ulcers, and mental 

illnesses such as depression and also aggravation of a pre-existing condition. 

Stress can be external and related to the environment, but may also be caused by internal problems .The term 

"eustress" comes from the Greek root eu which means "good" (as in "euphoria"). Eustress results when a person 

perceives a stressor as positive. "Distress" stems from the Latin root dis (as in "dissonance" or "disagreement"). 

Medically defined distress is a threat to the quality of life. It occurs when a demand vastly exceeds a person’s 

capabilities. Stress may cause headacheand other critical problems and may lead to death. 
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It has four variations of stress. The first one is good stress (eustress) and the second one is bad stress (distress). 

The next one is over-stress (hyper stress) and under stress (hypo stress). The ultimate goal would be to balance 

hyper stress and hypo stress perfectly and have as much eustress as possible. The stress is predicted by machine 

learning techniques. 

The data were collected using two multimodal devices such as chest-worn device that is Bio Signal Plux 

RespiBAN Professional and a wrist-worn device and Empatica E4. The data includes a high-resolution 

measurement of EMG, EDA, ECG, RESP, TEMP and movement from ACC. There were 12 males and 3 females 

in the remaining 15 subjects with a mean age of 27.5 (SD) years. Thus all analyses for this were completed using 

14 subjects. In the dataset, there are 11,500,000 baseline (non-stress) samples and 6,400,000 stress samples. 

The remainder of the paper is organized as follows. Section II presents the related work. The proposed method 

is described in Section III. The obtained results are reported in Section IV. Conclusions are drawn in Section VI. 

 

II. RELATED WORK 

 

Muhammad Zubair et al., (2020) in Multilevel mental stress detection using ultra-short pulse rate variability 

series sug- gested the prolonged exposure to mental stress reduces human work efficiency in daily life and may 

increase the risk of diabetes and cardiovascular diseases. The identification of the true degree of stress in its 

initial stage can reduce the risk of life threatening diseases. In this, the multilevel stress detection system using 

ultra-short term recordings of a low cost wearable sensor. The experimental paradigm based on Mental 

Arithmetic Tasks (MAT) to properly stimulate different levels of stress. In Photoplethysmogram (PPG) signals 

were recorded along with subjective feedback for validation of stress induction. The beat-to-beat interval 

seriesnestimated from sixty seconds long segments of PPG signals were used to extract different features based 

on their reliability. In order to capture the temporal information in the ultra-short term segments of PPG, a 

new set of features which have the potential to quantify the temporal information at point-to- point level in 

the Poincare plot. The Sequential Forward Floating Selection (SFFS) algorithm to mitigate the issues of 

irrelevancy and redundancy among features is used. The two classifiers based on quadratic discriminate analysis 

(QDA) and Support Vector Machine (SVM) is used. The results of the proposed method produced 84.33% 

accuracy with SVM for five-level identification of mental stress. Moreover validation was done by evaluating 

its performance on a dataset recorded with a different stressor (Stroop). The proposed multilevel stress 

detection system in conjunction with new parameters of the Poincare plot has the potential to detect five 

different mental stress states using ultra-short term recordings of a low- cost PPG sensor. 

Namho Kim et al., (2021) proposed Electrogastrogram Demonstrating Feasibility in Mental Stress Assessment 

Using Sensor Fusion. This covers the feasibility of ElectroGas- trogram (EGG) in multi-modal mental stress 

assessment in conjunction with electrocardiogram (ECG) and respiratory signal (RESP). In this twenty-one 

healthy participants were repeatedly relaxed, stressed, and highly stressed according to our experimental 

protocol, which was based on combined arithmetic, Stroop tasks, and their EGG, ECG, and RESP were 

simultaneously captured. Subsequently various features were extracted from the signals and correlation analysis 

was performed between mental stress levels and the features espe- cially the EGG features. The conventional 

machine learning models were optimized and validated to verify the feasibility of EGG in mental stress 
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detection. Some EGG features exhibited significant correlation to mental stress levels. The correlation degree 

was comparable to that of the RESP features. The EGG features largely reflected individual differences 

regarding mental stress response compared to the ECG and RESP features. The logistic regression exhibited 

moderate accuracy in detecting mental stress 70.15% accuracy EGG monitoring could significantly contribute 

in depth mental stress evaluation and potentially be used for the development of real-time men- tal stress 

monitoring system and personalized mental stress assessment modality. 

Pamela Zontone et al., (2020) proposed Car Driver’s Sympa- thetic Reaction Detection through Electrodermal 

Activity and Electrocardiogram Measurement. In this study a system is used to detect a subject’s sympathetic 

reaction, which is related to unexpected or challenging events during a car drive is used. The Electrocardiogram 

(ECG) signal and the Skin Potential Response (SPR) signal, which has several advantages with respect to other 

Electrodermal (EDA) signals. The record of one SPR signal for each hand and use an algorithm that, se- lecting 

the smoother signal is able to remove motion artifacts. The extraction of statistical features from the ECG and 

SPR signals in order to classify the signal segments and identify the presence or absence of emotional events via 

a Supervised Learning Algorithm. The experiments were carried out in a company which specializes in driving 

simulator equipment, using a motorized platform and a driving simulator. Different subjects were tested with 

different challenging events happen- ing on predetermined locations on the track. It’s accuracy is 79.10% . 

 

III. METHODOLOGY 

 

 
Figure 1 Flow chart of the proposed system 

 

A. Preprocessing of Data 

Data preprocessing is a data mining technique that involves transforming raw data into an understandable 

format. Real world data is often incomplete, inconsistent and lacking in certain behaviors or trends and is likely 

to contain many errors. Data preprocessing is a proven method of resolving such issues. Noise containing 
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outliers is present in the data. Inconsistent containing discrepancies in codes or names are used to overcome the 

noise. Outliers are the value that lies outside the data. If the data contain outliers the data is skewed. So there is 

an extreme of smallest values in data columns. Inter Quartile Range is used to measure variability by dividing a 

data set into quartiles. The data is sorted in ascending order and split into three equal parts. Q1, Q2, Q3 called 

first, second and third quartiles are the values which separate the three equal parts. It equally divides the 

distribution into four equal parts called quartiles. Q1 represents the 25th percentile of the data. Q2 represents 

the 50th percentile of the data. Q3 represents the 75th percentile of the data. 

The data set has 2𝑛 2𝑛+1 data points, then Q1 = median of the dataset. Q2 = median of n smallest data points.. 

Q3 = median of n highest data points. The second quartile (Q2) divides the distribution into two equal parts of 

50%. So it is same as Median. The interquartile range is the distance between the third and the first quartile 

that is IQR equals Q3 minus Q1 .It is given by the equation IQR = Q3- Q1 

 

B. Feature selection 

Sequential feature selection algorithms are a family of greedy search algorithms that are used to reduce an 

initial d- dimensional feature space to a k-dimensional feature subspace where k < d. The motivation behind 

feature selection algorithms is to automatically select a subset of features that is most relevant to the problem. 

The goal of feature selection is two-fold that is used to improve the computational efficiency and reduce the 

generalization error of the model by removing the irrelevant features or noise. A wrapper approach such as 

sequential feature selection is especially useful in embedded feature selection. The Sequential Forward Selection 

(SFS) is used for feature selection 

Input: 𝑌 = {𝑦1, 𝑦2, … . , 𝑦𝑑} 

The SFS algorithm takes the whole d-dimensional feature set as input. The output is 

𝑋𝑘 = {𝑥𝑗| 𝑗 = 1,2, … , 𝑘; 𝑥𝑗 ∈ 𝑌} 

where 𝑘 = (0,1,2, … , 𝑑).SFS returns a subset of features; the number of selected features k, where k<d, has to be 

specified a priori. Initialization 𝑋0 = ∅, 𝑘 = 0 

Initialize the algorithm with an empty set ∅ ("null set") so that k=0 (where k is the size of the subset). 

Step 1 (Inclusion) 

𝑥+ = arg 𝑚𝑎𝑥 𝐽(𝑋𝑘 + 𝑥), 𝑤ℎ𝑒𝑟𝑒 𝑥 ∈ 𝑌 − 𝑋𝑘 

𝑋𝑘+1 = 𝑋𝑘 + 𝑥+ 

𝑘 = 𝑘 + 1 

In this step, add an additional feature, x+, to the feature subset 𝑋𝑘. x+ is the feature that maximizes the criterion 

function, that is, the feature that is associated with the best classifier performance if it is added to 𝑋𝑘.Repeat 

this procedure until the termination criterion is satisfied. 

Termination: k=p 

Then add features from the feature subset 𝑋𝑘until the feature subset of size k contains the number of desired 

features p that we specified a priori. The mathematical equations are given below. The physiological signals are 

x and 𝑥𝑖 is an i-th sample of the signal within the sliding window, where i= 1…n. Mean is denoted by 𝑥  and 

represents the mean value of a raw signal within a sliding window. Mean is calculated by the following 

equation 
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1 𝑛 

𝑥  = ∑ 𝑥𝑖 

𝑖=1 

The standard deviation is denoted by S and represents the deviation of raw signal around the mean of the signal 

within 

the sliding window. Standard deviation is calculated using the following equation 

1 𝑛 

S=√ ∑ (𝑥𝑖 − 𝑥 )2 

𝑖=1 

Median corresponds to the cumulative percentage of 50% that is middle reading in a dataset. It is calculated 

using the equation as 

Median =( 𝑛 + 1)𝑡ℎ 𝑣𝑎𝑙𝑢𝑒 2 

For the statistical analysis, only two-state data (Baseline and Stressed states) were used to evaluate the relative 

importance of each physiological indicator of stress in stress prediction. 

Two types of analysis were performed 

(i) An independent analysis for each bio physiological indicator via a two-sample t-test under the null 

hypothesis that the mean bio physiological indicator is equal during the Baseline and the stressed states. 

(ii) A multivariable (deviance) analysis to rank the contribution of each bio physiological indicator in a logistic 

regression model are as follows 

𝑝(𝑠𝑡𝑟𝑒𝑠𝑠) 

𝑙𝑜𝑔 = (𝑝(𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒)) 

= 𝑐0 + 𝑐1𝐸𝐷𝐴 + 𝑐2𝐸𝑀𝐺 + 𝑐3𝐸𝐶𝐺 + 𝑐4𝑅𝑠𝑃𝑟 

The logit link function  log ( 𝑝(𝑠𝑡𝑟𝑒𝑠𝑠) )  is used (p is the 𝑝(𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒) probability) to relate the log odds of being 

stressed to the linear predictor where 𝑐0, 𝑐1, 𝑐2, 𝑐3, 𝑐4 are the coefficients showing the direction of the 

relationship. The logistic regression classification analysis to determine the mean, median and classification 

accuracy of the model. 

 

C. Classification 

Logistic regression is a statistical model that in its basic form uses a logistic function to model a binary 

dependent variable although many more complex extensions exist. In regression analysis, logistic regression (or 

logit regression) is estimating the parameters of a logistic model (a form of binary regression). Mathematically, a 

binary logistic model has a dependent variable with two possible values, such as pass or fail which is 

represented by an indicator variable, where the two values are labeled "0" and "1". 

In the logistic model the log odds (the logarithm of the odds) for the value labeled "1" is a linear combination of 

one or more independent variables ("predictors") the independent variables can each be a binary variable (two 

classes, coded by an indicator variable) or a continuous variable (any real value). The corresponding probability 

of the value labeled "1" can vary between 0 (certainly the value "0") and 1 (certainly the value "1") hence the 

labeling function that converts log-odds to probability is the logistic function. The unit of measurement for the 

log-odds scale is called a logit from logistic unit. Analogous models with a different sigmoid function instead of 
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the logistic function can also be used such as the probit model the defining characteristic of the logistic model 

that increases one of the independent variables multiplicatively scales the odds of the given outcome at a 

constant rate with each independent variable having its own parameter for a binary dependent variable this 

generalizes the odds ratio. 

In a binary logistic regression model the dependent variable has two levels. One is the outputs with more than 

two values are modeled by multinomial logistic regression and if the multiple categories are ordered by ordinal 

logistic regression. The logistic regression model itself simply models probability of output in terms of input and 

does not perform statistical classification, though it can be used to make a classifier for instance by choosing a 

cutoff value and classifying inputs with probability greater than the cutoff as one class below the cutoff as the 

other this is a common way to make a binary classifier. The coefficients are generally not computed by a closed 

form expression unlike linear least squares. 

The logistic regression is by considering a logistic model with given parameters then finding how the 

coefficients can be estimated from data. Consider a model with two predictors, x_{1} and x_{2}, and one binary 

(Bernoulli) response variable Y, with parameter p=P(Y=1). Assume a linear relationship predictions for a binary 

dependent variable. There is a way to between the predictor variables and the log-odds (also called convert a 

binary variable into a continuous one that can take on logit) of the event that Y=1. This linear relationship can 

be any real value (negative or positive). For that binomial logistic written in the following mathematical form 

where ℓ is the log- regression first calculate the odds of the event happening for odds, b is the base of the 

logarithm, and β{i} are parameters of different levels of each independent variable, and then takes its the model. 

The second equality followed by dividing the numerator and the denominator of fraction by 𝑏𝛽0+𝛽1𝑥1+𝛽2𝑥2 

and where 𝑆𝑏 is the sigmoid function with base b. The above formula shows that once β{i} are fixed, it can 

easily be computed either the log-odds Y=1 for a given observation, or the probability that Y=1 for a given 

observation. 

The main use-case of a logistic model is to be given an observation (x_1,x_2), and estimate the probability p 

that Y=1. In this the base b of the logarithm is usually taken to be e. However, in some cases it can be easier to 

communicate results by working in base 2 or base 10. 

Logistic regression can be binomial, ordinal or multinomial. Binomial or binary logistic regression deals with 

situations in which the observed outcome for a dependent variable can have only two possible types, "0" and "1" 

(which may represent, for example, "stress" vs. "relaxed" or "win" vs. "loss"). Multinomial logistic regression 

deals with situations where the outcome can have three or more possible types (e.g., "disease A" vs. "disease B" 

vs. "disease C") that are not ordered. Ordinal logistic regression deals with dependent variables that are ordered. 

In binary logistic regression, the outcome is usually coded as "0" or "1", as this leads to the most straightforward 

interpretation. If a particular observed outcome for the dependent variable is the noteworthy possible outcome 

(referred to as a "stress" or a "relaxed" or a "highly stressed") it is usually coded as "1" and the contrary outcome 

(referred to as a "failure" or a "non instance" or a "non case") as "0". Binary logistic regression is used to predict 

the odds of being a case based on the values of the independent variables (predictors). The odds are defined as 

the probability that a particular outcome is a case divided by the probability that it is a non instance. 

Like other forms of regression analysis, logistic regression makes use of one or more predictor variables that 

may be either continuous or categorical. Unlike ordinary linear regression, however, logistic regression is used 
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for predicting dependent variables that take membership in one of a limited number of categories (treating the 

dependent variable in the binomial case as the outcome of a Bernoulli trial) rather than a continuous outcome. 

Given this difference the assumptions of linear regression are violated. In particular, the residuals cannot be 

normally  distributed. In addition, linear regression may make nonsensical logarithm to create a continuous 

criterion as a transformed version of the dependent variable. The logarithm of the odd is the logit of the 

probability, the logit is defined as follows: 

Although the dependent variable in logistic regression is Bernoulli, the logit is on an unrestricted scale. The 

logit function is the link function in this kind of generalized linear model that is 𝑙𝑜𝑔𝑖𝑡 𝜀(𝑌) = 𝛽0+ 𝛽1𝑥 

where, Y is the Bernoulli-distributed response variable and x is the predictor variable; the β values are the 

linear parameters. 

The logit of the probability of success is then fitted to the predictors. The predicted value of the logit is 

converted back into predicted odds by the inverse of the natural logarithm that is exponential function. Thus 

the observed dependent variable in binary logistic regression is a 0 or 1 variable, the logistic regression 

estimates the odds, as a continuous variable, that the dependent variable is a ‘success’. 

In some applications, the odds are all that is needed. In others, a specific yes-or-no prediction is needed for 

whether the dependent variable is or is not a ‘success’, this categorical prediction can be based on the computed 

odds of success, with predicted odds above some chosen cutoff value being translated into a prediction of 

success. The Logistic regression equation can be obtained from the Linear Regression equation. The 

mathematical steps to get Logistic Regression equations are given below 

The equation of the straight line can be written as 

𝑦 = 𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 + 𝑏3𝑥3 + ⋯ + 𝑏𝑛𝑥𝑛 

As 𝑏0 is the coefficient not associated with any input feature, 

𝑏0= log-odds of the reference variable, x=0 (x=male). Here, 

𝑏0= log odds(male graduating with honours). The coefficient of the input feature 'female', 𝑏1= log-odds 

obtained with a unit change in x= female. This is followed till it reach the last data. 

The logistic regression coefficient β associated with a predictor x is the expected change in log odds of having 

the outcome per unit change in x. So increasing the predictor by 1 unit (or going from 1 level to the next) 

multiplies the odds of having the outcome by eβ. In Logistic Regression y can be between 0 and 1 only, so for 

this let's divide the above equation by (1-y) 

{   ; 0 for y=0 and ∞ for y=1} 

1−𝑦 

The range between -[∞] to +[∞] the equation will become: 

𝑙𝑜𝑔 [ 

1 − 𝑦 

] = 𝑏0 + 𝑏1𝑥1 

+ 𝑏2𝑥2 + 𝑏3𝑥3 

+ ⋯ + 𝑏𝑛𝑥𝑛 
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IV. EXPERIMENTAL RESULTS 

 

The raw data is taken and the dataset used here is WESAD. The data pre processing is done by IRQ 

method .The features of each data are selected by sequential forward selection method. The classification and 

prediction is done by logistic regression algorithm.The software used here is python. Following are the Figure 5 

shows the data preprocessing in stress prediction is by variables included in the data file ACC includes Raw data 

from interquartile range IQR. In this get the data and extract the the three axis accelerometer ECG includes 

raw signals of ECG, dependent and independent variables from the WESAD dataset. the heart rate was 

calculated using the Hamilton peak detection The Q1, Q2 and Q3 values are calculated for each data set . Then 

algorithm . The EDA signals were recorded from the abdomen . split the dataset into training and test set. 

EMG was recorded from the muscles of the upper trapezius on both sides of the spine. In addition, Empatica E4 

was worn on the dominant hand by all subjects.BVP, EDA, TEMP, and ACC signals were recorded at the 

sampling rate of 64Hz, 4Hz, 4Hz, and 32Hz, respectively. 

 

A. Input images 

 
Figure 2 shows the ECG input signal 

 
Figure 3 shows the respiratory signal 

 
Figure 4 shows the EMG signal 
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B. Performance analysis 

The performance of the classifier is evaluated using the performance measures. Some of them are Accuracy, 

Precision, Recall, F1 score. They are calculated.The proposed classifier achieves an accuracy of 89.2% with the 

five signals. 

 

C. Results 

 
Figure 5 shows the output of preprocessing 

 
Figure 6 shows the output of stress level. 

 

The classification is done by logistic regression. The accuracy can be calculated as the ratio of the number of 

correct predictions made by the classifier to all number of predictions made by the classifiers. 

 

V. CONCLUSION 

 

Several human bio physiological variables have been explored to evaluate and monitor both physical and 

mental stress levels in recent literature. Many of these variables have been independently used in wearable 

sensor-based devices. A logistic regression-based classifier was also trained and validated during this study to 

determine the classification accuracy of the model. The results of two types of statistical analysis and 

classification model suggest that respiratory rate is the strongest (stand-alone) predictor of stress compared to 

other commonly used physiological variables that include heart rate, RR interval, heart rate variability in the 

ECG, skin conductance (electro dermal activity) and muscle activation (electromyogram). The prediction model 

consisting of the combination of respiratory rate, heart rate and heart rate variation, derived from a single 

sensor gives accurate classification results as a combination of EDA, EMG, RspR, Temp, and ECG. It is 

important that all efforts were focused to provide a fair comparison by using data from the same device and 

participants. However, there may be other excitation sources (of similar responses) that these experiments 
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failed to capture. Therefore, including context to the data will be a key to effective monitoring of stress on a 

daily basis. 
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