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ABSTRACT 

Natural language understanding tasks have seen impressive results from language 

models employed in them. Nevertheless, state-of-the-art models have generally 

struggled with tasks that require quantitative reasoning, such as solving 

mathematics, science, and engineering problems at the college level. In order to 

bridge the gap, we present Minerva, a big language model trained with standard 

natural language data and further honed with technical material. The model 

achieves the best possible results on technical tests without the requirement of 

any external tools. To assess our model, we have tested it on more than 200 

queries from undergraduate-level courses in physics, biology, chemistry, 

economics, and other sciences that call for quantitative thinking. We have 

observed that the model is able to accurately respond to nearly one-third of 

them. 

Keywords : Artificial Neural Networks 

 

I. INTRODUCTION 

 

Artificial neural networks have seen remarkable 

success in a variety of domains including computer 

vision, speech recognition, audio and image generation, 

translation, game playing, and robotics. Big language 

models have demonstrated impressive outcomes on a 

wide range of natural language activities, including 

sensible logic, answering questions, and summarizing. 

Nevertheless, these models have not been successful in 

tasks that involve quantitative thinking, such as 

resolving math, science, and engineering issues. 

Language models have an intriguing use in quantitative 

reasoning problems as they test a model's ability in 

multiple ways. It requires the solver to comprehend 

the natural language input, recall any relevant details, 

and perform an algorithm or multiple calculations to 

get the right answer. Additionally, it is necessary for 

the solver to completely comprehend and generate 

precise mathematical symbols and numerals, as well as 

making use of a computation process to make changes 

to the symbols or numerals. Finally, this type of 

problem offers an opportunity to research and develop 

strong quantitative reasoning solvers that can serve as 

a helpful resource for humans in scientific and 

technical fields. 

 

Previous studies have demonstrated that when big 

language models have been trained on data particular 

to a certain domain, they have demonstrated 

exceptional results when applied to mathematical and 

coding questions. 

 

For this research, we tested this technique on 

quantitative reasoning issues, wherein the model must 

give a thorough and independent answer, without 
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using any outside devices. These tasks include 

mathematics word problems, competition 

mathematics assessments, and several difficulties 

connected to science and engineering.  

.  

1.1 Features 

We are introducing Minerva, an advanced language 

model that has demonstrated impressive results on a 

variety of quantitative reasoning tasks. This model is 

capable of interpreting natural language questions that 

involve scientific and mathematical topics and 

responding with step-by-step solutions using the 

correct LATEX notation. As illustrated in the figure, 

here are examples of Minerva's replies to inquiries 

concerning mathematics and physics. 

 

Minerva is developed using the PaLM general language 

models, which are then further refined by training 

them on a large collection of scientific and 

mathematical data. To begin, 8B, 62B, and 540B 

parameter models are used and trained on a technical 

content dataset. We have seen remarkable results in 

Math, GSM8k, and a subset of MMLU that include 

natural language questions related to mathematics and 

science. It is also worth mentioning that our models 

work well even when there is only a few training data 

available, and they don't need to be specifically trained 

on the evaluation datasets. 

 

This research paper presents an original contribution 

in the form of a large dataset that combines both 

natural language and the proper usage of formal 

mathematical language, including equations and 

diagrams. The dataset is gathered from the arXiv 

preprint server and web pages which have been 

carefully treated to reduce the loss of mathematical 

information. The results of this work have set a new 

benchmark for the performance that can be achieved 

on quantitative reasoning tests by enlarging the quality 

of data and the size of the model. 

 

To broaden the evaluation of quantitative aptitude, we 

assembled a collection of over two hundred college-

level questions in mathematics and science from MIT's 

OpenCourseWare(OCW). This provides an assessment 

of our model's quantitative reasoning skills in a 

sequence of thought setting beyond a purely 

mathematical landscape. 

 

 

II. TRAINING 

 

A) TRAINING DATASET 

To create the models, we used a dataset containing 38.5 

billion tokens from webpages with mathematical 

content, as well as papers on the arXiv preprint server. 

We also included general natural language data, which 

was the same data used to pre-train PaLM. We 

constructed our mathematical webpage dataset by 

collecting pages having mathematical expressions in 

MathJax format. We cleaned the pages, keeping 

mathematical notation, such as LATEX symbols and 

formatting, while removing HTML tags. This allowed 

the model to process equations like eπi + 1 = 0 and E = 

mc2 during training. 

 

B) TRAINING PROCEDURE 

Our method of tackling this problem is to initially train 

the PaLM transformer language models without the 

decoder, and then further develop them with our 

mathematics dataset using autoregressive objectives. 

This includes the chief model and training hyper 

parameters. The biggest model, with 540B parameters, 

was improved on 26B tokens, even though it is not as 

trained as the 8B and 62B models, it still presents 

enhanced performance. 

 

C) EVALUATION OF DATASETS 

We mainly focus on few shot evaluation. For 

evaluation, we truncate the inputs from the left to 1024 

tokens and we use the model to generate up to 512 

tokens. When sampling once per problem, we sample 

greedily. When sampling multiple times per problem 
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we use nucleus sampling with temperature T = 0.6, p = 

0.95. For generative tasks, the model produces a chain-

of-thought answer and demarcates a final answer. We 

evaluate a solution as correct if the final answer 

matches the ground truth solution, independent of the 

quality of the chain-of-thought preceding it. To 

evaluate correctness, we parse the final answers and 

compare them using the SymPy library. This is done in 

order to correctly identify answers that are 

mathematically equivalent such as 1/ √ 3 and √ 3/3. 

 

We have implemented this method in our solver for 

problems such as finding rational approximations for 

functions like pi or π and solving systems of linear 

equations like x + 2y − 5z = 10/2 + 15/2 − 20/2 

 

We present a model capable of solving 12K middle 

school and high school mathematics problem 

statements. The model is trained with a fixed 4-shot 

prompt, which includes four random examples from 

the training dataset whose ground truth targets are not 

too long. 

 

In this work, we present a model that can solve middle 

school math word problems. Our model is evaluated 

using the chain-of-thoughts prompt. Previous models 

evaluated on GSM8k made use of an external calculator. 

In this work, our model does not have access to any 

external tools. 

 

MMLU-STEM is a subset of the MMLU dataset focused 

on science, technology, engineering, and mathematics 

(STEM). The original version of this dataset was used 

for training and development tasks. We consider 

chain-of-thought prompting for this task, where we 

prompt the model with examples that include step-by-

step solutions. We use a multiple-choice version of the 

MATH prompt for topics that involve mathematical 

reasoning, and add step-by step solutions to the 

standard 5-shot prompts for the rest of the topics. 

 

 

D) STEM-DATASETS 

We evaluated the scientific reasoning capabilities of 

Minerva by collecting a set of problems from OCW 

courses on solid-state chemistry, differential equations 

and special relativity. The set of problems was 

collected using SymPy and a SymPy script that 

generates OCW Courses files for all MIT OCW courses. 

Problems were selected based on their difficulty level 

as measured by the number of steps required to solve 

them. In order to evaluate the scientific reasoning 

capabilities of Minerva , we harvested a set of STEM 

problems at the undergraduate level, most of which 

involve multi-step reasoning, which we refer to in this 

paper as OCW Courses . Using publicly-available 

course materials offered by MIT (OpenCourseWare), 

we collected problems with automatically-verifiable 

solutions (either numeric or symbolically verifiable via 

SymPy) from courses including “solid-state chemistry”, 

“information and entropy”, “differential equations”, 

and “special relativity.” These problems were 

processed by contractors to be self-contained and to 

have a clearly-delineated final answer. Problems 

asking for a proof or open-ended short answer were 

not included. In total we curated 272 problems, 191 of 

which have numeric solutions and 81 have symbolic 

solutions. 

 

E) INFERENCE-TIME METHOD 

When faced with a problem, we can generally find that 

there are many different wrong ways to solve it but 

only one or two right ones. This is why when faced 

with such problems, choosing the best solution among 

many incorrect ones becomes important. In contrast to 

pass@k, where a problem is considered solved if any 

single answer works out of k attempts, maj1@k consists 

of splitting answers based on how they turn out and 

picking the most popular answer among those groups. 

Logically speaking, this makes sense because while 

there may be various wrong methods for solving a 

problem, there will only ever be just one or two correct 

methods--this also means that as you increase k (the 

number of tries), you'll need more time before being 
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able to make an accurate decision. In contrast though, 

because of how pass@k works--where its ability relies 

on what might happen in the future--it doesn't require 

nearly as much time or energy before coming up with 

an accurate decision. 

 

III. RESULT 

 

Table 3 summarizes the average results for Minerva 

models and other models, on the evaluation datasets 

described in Section 2.3. 

Figure 4 presents a breakdown of the MATH dataset 

results by subtopic. For MLU evaluations, unless 

otherwise noted, performance is measured using the 

standard 5-shot prompt per topic and picking the 

answer with the highest score. 

These three figures show the variations in scores 

achieved by different models. Specifically, this figure 

shows how Minerva 62B performed on the National 

Math Exam in Poland. Interestingly enough, it 

managed to achieve an average score of 57% - which 

corresponds to the national average back in 2021. 

We provide results for the latest publicly available 

language model from OpenAI, davinci-002, evaluated 

using the OpenAI API with temperature set at the 

organization's recommended setting (T = 0.2). The 

combination of training data, scale and inference 

techniques yields state of the art results on all the 

technical tasks that we considered. For all tasks, 

improvements are considerable over previous findings. 

Our main focus is on few shot evaluations but we also 

used Minerva to fine tune against MATH. Though we 

did not observe any significant improvement when 

doing this, when choosing a different unsupervised 

model - PaLM - improvements were noted for MATH 

specifically. This demonstrates how increasing high-

quality and diverse datasets will decrease the marginal 

utility of standard fine-tuning methods to improve 

performance. 
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V. CONCLUSION 

 

In this paper, we discuss an approach to solving 

mathematical problems that rely on logic and language. 

We used a large language model which was trained on 

top of a high quality mathematical dataset to 

successfully perform tasks in areas such as numerical 

calculations and symbolic manipulations. Our method 

does not make use of external resources - relying only 

on auto regression sampling at the time of inferences. 

Complementary approaches which similarly rely on 

ways other than syntax or precise calculations include 

models that generate codes and those based off of 

formalisms; these are all but one way towards 

achieving our goal - an agent capable of reasoning 

through quantitative problems. 
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