
International Journal of Scientific Research in Science, Engineering and Technology 

Print ISSN: 2395-1990 | Online ISSN : 2394-4099 (www.ijsrset.com) 

doi : https://doi.org/10.32628/IJSRSET2310153 

Performance and Analysis of Predicting Chronic Disease Using 

Machine Learning Techniques 
K. Hima Bindu1, Sk. Ameen Basha2, Y.B.Mariya Jyothi3, S. Priyatham4, M. Satyanarayana Reddy5 

1Assistant Professor, Department of Information Technology, Kallam Haranadha Reddy Institute of 

Technology, Chowdavaram, Guntur (Dt), Andhra Pradesh, India 
2,3,4,5B.Tech Students, Department of Information Technology, Kallam Haranadha Reddy Institute of 

Technology, Chowdavaram, Guntur(Dt), Andhra Pradesh, India 

 

A R T I C L E I N F O 
 

A B S T R A C T 

Article History: 

Accepted:  15 Feb 2023 

Published: 13 March 2023 

 

 In the field of biomedical and healthcare communities the accurate 

prediction plays the major role to find out the risk of the disease in the 

patient. The only way to overcome with the mortality due to chronic 

diseases is to predict it earlier so that the disease prevention can be done. 

Such model is a Patient’s need in which Machine Learning is highly 

recommendable. But the precise prediction on the basis of symptoms 

becomes too difficult for doctor. To overcome this problem data mining 

plays an important role to predict the disease. This study analyzes chronic 

diseases using machine learning techniques based on a chronic diseases 

dataset from the UCI machine learning data warehouse. We use Heart 

disease, Kidney disease, Cancer disease and Diabetes disease datasets, In 

order to build reliable prediction models for these chronic diseases using 

data mining techniques. The most relevant features are selected from the 

dataset for improved accuracy and reduced training time. The system 

analyzes the symptoms provided by the user as input and gives the 

probability of the disease as an output Disease Prediction is done by 

implementing the Logistic Regression. By using logistic regression, 

random forest and decision tree we are predicting diseases like Diabetes, 

Heart, Cancer and Kidney. For each chronic disease, diverse models, 

techniques, and algorithms are used for predicting and analyzing. The 

paper comprises a conceptual model that integrates the prediction of most 

common chronic diseases.  
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I. INTRODUCTION 

 
Machine learning is programming computers to 

optimize a performance using example data or past data. 

Machine learning is study of computer systems that 

learn from data and experience. ML is categorized as 

supervised (i.e., consists of output variables that are 

predicted from input variables) or unsupervised (i.e., 

deals with clustering of different groups for a particular 

intercession). ML is used to determine complex models, 

and extract medical knowledge, exposing novel ideas 

to professionals, and specialists. In clinical practice, ML 

predictive models can highlight strengthen rules in the 

decision-making regarding individual patient care. 

These are also capable of autonomous diagnosis of 

different diseases under clinical rules. The 

incorporation of these models in drug prescription can 

save doctors and offer new medical opportunities in 

identification. 

 
Machine learning has been shown to be effective in 

supporting in making decisions and predictions from 

the large quantity of data produced by the healthcare 

industry. We streamline machine learning algorithms 

for effective prediction of chronic disease breakout. 

Various studies give only a glimpse into predicting 

disease with ML techniques. We propose a novel 

method that aims at finding significant features by 

applying machine learning techniques such as K- 

Nearest Neighbor Algorithm (KNN), Decision Trees 

(DT), Logistic Regression, Random Forest and Naive 

Bayes (NB) resulting in improving the accuracy in the 

prediction of disease. Multiple such algorithms are 

carried out to improve the accuracy of the learning 

process. It can then be tested with the available 

datasets. The prediction model is introduced with 

different combinations of features and various known 

classification techniques. 

 
With ML models, it can also be possible to improve 

quality of medical data, reduce variation in patient 

rates, and save in medical costs. Therefore, these 

models are frequently used to investigate diagnostic 

analysis when compared with other conventional 

methods. To reduce the death rates caused by chronic 

diseases (CDs), early detection and effective therapy 

are the only solutions. Therefore, most medical 

scientists are attracted to the new technologies of 

predictive models in disease estimation. These new 

advancements in medical care have been spreading the 

accessibility of electronic data and opening new doors 

for decision support and productivity improvements. 

ML methods have been effectively utilized in the 

computerized elucidation of pneumonic capacity tests 

for the differential analysis of CDs. It is expected that 

the models with the highest accuracies could gain large 

importance in medical diagnosis. 

 
II. LITERATURE SURVEY 

 
The name machine learning was coined in 1959 by 

Arthur Samuel. Tom Mitchell states machine learning 

as “Machine learning is the study of computer 

algorithms that allow computer programs to 

automatically improve through experience”. It is a 

combination of correlations and relationships. Most 

machine learning algorithms in existence are 

concerned with finding and/or exploiting relationship 

between datasets. Once Machine Learning Algorithms 

can pinpoint on certain correlations, the model can 

either use these relationships to predict future 

observations or generalize the data to reveal interesting 

patterns. There are various types of algorithms such as 

Linear Regression, Logistic Regression, Naive Bayes 

Classifier, KNN (K-Nearest Neighbor Classifier), 

Decision Tress, Entropy, SVM (Support Vector 

Machines), K-means Algorithm, Random Forest etc. 

 
Machine learning examine the study and construction 

of algorithms that can learn from and make predictions 

on data. It is closely related to (and often overlaps with) 

computational statistics, which also focuses on 

prediction-making through the use of computers. It 
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has strong ties with mathematical optimization which 

delivers methods, theory and application domains to 

the field. Machine learning is sometimes merged with 

data mining, where the latter subfield focuses more on 

exploratory data analysis and is known as unsupervised 

learning. 

 
Machine learning tasks are typically classified into 

several broad categories: 

 
A. Supervised learning: 

Supervised learning is the machine learning task of 

learning a function that maps an input to an output 

based on example input-output pairs. It infers a 

function from marked training data consisting of a set 

of training examples. In supervised learning, each 

example is a pair consisting of an input object (typically 

a vector) and a desired output value (also called the 

supervisory signal). 

 
B. Unsupervised learning: 

 
Unsupervised learning is a type of machine learning 

that looks for previously undetected patterns in a data 

set with no pre-existing labels and with a minimum of 

human observation. In similar to supervised learning 

that usually makes use of human-labeled data, 

unsupervised learning, also known as self-organization 

allows for modeling of probability densities over inputs. 

 
III. CURRENT PROCESS 

 
Chronic diseases are growing to be one of the 

prominent causes for deaths worldwide. There is an 

increasing percentage of the world population facing 

the adverse health effects of living. In general, the 

patient's reports have to be carefully scrutinized by 

doctors to make a diagnosis of the disease. Since the 

diagnosis is manual sometimes it is difficult for the 

doctors to treat patients efficiently. 

The number of people suffering from Chronic Diseases 

is rising day by day. The conventional Health Care is 

passive. Due to this type, patients can die due to a lack 

of proper treatment during emergencies such as cardiac 

arrest. The key to improving Health Care efficiency is 

to reduce the mortality rate due to lack of proper 

treatment and to transform the passive Health Care 

program into a continuous one at a reduced cost. 

 
IV. PROPOSED SYSTEM 

 
Due to the low-progress nature of Chronic Diseases, it 

is important to make an early prediction and provide 

effective medication. Therefore, it is essential to 

propose a decision model which can help to diagnose 

chronic diseases and predict future patient outcomes. 

While there are many ways to approach this in the 

field of AI, the present study focuses distinctly on ML 

predictive models used in the diagnosis of Chronic 

Diseases. In comparison to the conventional data 

analysis techniques, we will be able to find promising 

results that enhance the quality of patient data and 

inspect of specific items that are related to ML 

algorithms in medical care. 

 
The main purpose of our project is to make hospital 

tasks easy and to develop an efficient and feasible 

software that replaces the manual prediction system 

into an automated healthcare management system.Our 

project enables healthcare providers to improve 

operational effectiveness, reduce medical errors and 

time consumption. If disease can be predicted, then 

early treatment can be given to the patients which can 

reduce the risk of life and save life of patients. The cost 

to get treatment of diseases can also be reduced up to 

an extent by early recognition. 

 
The diagnose will be done based on various 

Classification Machine Learning Models such as, 

• Logistic Regression, 

• Naive Bayes Classification and 

• KNN algorithm. 
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V. SYSTEM DESIGN 

 
A. Design Goals 

 
The design goals consist of various designs which we 

have implemented in our system “Chronic Disease 

Prediction Using Machine Learning”. This system is 

built with various designs such as data flow diagram, 

sequence diagram, class diagram, use case diagram, 

activity diagram. 

 
We have designed our system in such a way that the 

registration process is solely done by administrator. 

After the registration process, the users i.e. doctors can 

login into the system using their credentials. Based on 

the inputs/attributes given, doctors will be able to 

predict the chronic disease accordingly 

 

B. System Architecture 

C. Activity Diagram 

 
The activity diagram is presented in Fig 2. It represents 

the order in which a particular task of the system is 

performed to obtain the result. 

The registration process of a User/Doctor is carried out 

by the Administrator. After the registration, the user 

i.e. doctor will login to the system using the credentials 

provided by the admin. Once the user successfully logs 

in, the system will take him to the desired page based 

on the specialization. Here, in order to get the desired 

prediction, the user has to enter the attributes 

(independent variables) accordingly. System uses the 

Machine Learning Model that is built using available 

datasets and various ML algorithms (classification 

algorithms) to generate the desired predictions and 

visualization. 

 

Figure 2. System Architecture 
 

Figure 1. System Architecture  
Random Forest: 

VI. ALGORITHM 

An architecture diagram is a graphical representation 

of a set of concepts that are part of architecture, 

including their principles, elements and components. 

The diagram explains about the system software in 

perception of overview of the system 

A random forest is a machine learning technique that’s used 

to solve regression and classification problems. It utilizes 

ensemble learning, which is a technique that combines many 

classifiers to provide solutions to complex problems. A 

random forest algorithm consists trees. 

Decision trees are the building blocks of a random forest 

algorithm. A decision tree is a decision support technique 

that forms a tree-like structure. An overview of decision trees 

will help us understand how random forest algorithms 

work.A decision tree consists of three components: decision 

nodes, leaf nodes, and a root node. A decision tree algorithm 
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Result Page for user without CKD 

 

divides a training dataset into branches, which 

further segregate into other branches. This sequence 

continues until a leaf node is attained. The leaf node 

cannot besegregated further. The nodes in the decision tree 

representattributes that are used for predicting the outcome. 

Decisionnodes provide a link to theleaves. 

Result page for user with CKD: 
 
 

Result page for user without CKD: 
 

 

 

 

 

 

 

The information theory can provide more information on 

how decision trees work. Entropy and information gain are 

the building blocks of decision trees. An overview of these 

fundamental concepts will improve our understanding of 

how decision trees are built. Entropy is a metric for 

calculating uncertainty. Information gain is a measure of 

 

 

 

 

 
 

White Box Testing: 

 

 

 
VIII. Testing 

how uncertainty in the target variable is reduced, given a   Testing technique based on knowledge of 

set of independent variables. The information gain concept the internal logic of an application's code and includes 

involves using independent variables (features) to gain tests like coverage of code statements, branches, paths, 

information about a target variable (class). The entropy of conditions. It is performed by software developers. 

the target variable (Y) and the conditional entropy of Y 

(given X) are used to estimate the information gain. In this 

Black Box Testing 

A method of software testing that verifies the 

case, the conditional entropy is subtracted from the entropy functionality of an application without having specific 
of Information gain is used in the training of decision trees. knowledge of the application's code / internal structure. 

It helps in reducing uncertainty in these  trees. A high Tests are based on requirements and functionality. 

information gain means that a high degree of uncertainty 

(information entropy) has been removed. 

 

VII. RESULT 

 

Home Page 
 

 

 
Unit Testing 
Software verification and validation methods are used by 

a programmer tests if individual units of source code are 

fit for use. It is usually conducted by the development 

team. 

 

 

 

 

 

 

 

 
 

Table 1.1: Test Results 

Input Actual O/P Predicted O/P 

[1.02,Yes,5.4gms,Yes,1, 

good,5.2,Norma] 

1 1 

[1.025,No,5.2gms,No,0, 

good,4.5,Normal] 

0 0 
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VIII. CONCLUSION AND FUTURE SCOPE 

 

Machine Learning has brought major 

improvements to the healthcare sector. With the 

aid of Machine Learning the difficult and life- 

critical tasks such as chronic disease diagnosis are 

made easy and reliable. It has bought about 

revolutionary changes on hospital, clinic, and 

laboratory procedures. By analyzing historical and 

real-time data doctors can predict the future 

situation of patients. Our method has been tested 

with various datasets for Heart, Kidney, Cancer 

and Diabetes disease. The main objective of this 

study was to predict the chronic disease using 

attributes while maintaining a higher accuracy 

(here we obtain an accuracy of about 90%). 

Also, our model generates the report consisting of 

possibilities of occurrences of disease. The results 

demonstrate the robustness of the approach 

proposed. Future research should analyze 

different supervised and unsupervised machine 

learning technique with additional performances 

metrics for better chronic disease prediction. 
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