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 Natural calamities like earthquake cause damage to life and property. 

Assessment of harm grade to structures is fundamental for post-disaster 

reaction and recuperation end of the monotonous course of manual 

approval and confirmation of property harm prior to giving alleviation 

assets to individuals. By taking into account essential perspectives like 

structure area, age of the building, development subtleties and it's auxiliary 

purposes, taken from the Gorkha seismic tremor dataset, this paper 

investigates different multi-class grouping AI models and procedures for 

anticipating the harm grade of designs. The proposed engineering of the 

model includes three significant stages, Component Choice, genetic 

algorithm adaboost Randomforest Classifier, and adaboost decision tree 

Classifier. and adaboost decision tree Classifier. The paper gives the after 

effects of the analyses highlight designing, preparing varieties and 

gathering learning. The paper dives into the examination of each model, 

to figure out the explanation for their presentation. This paper likewise 

gathers the specialists that play a significant job in choosing the earthquake 

damage of the structures. The proposed classifier in the paper gives critical 

contribution to understanding earthquake damage and also provides a 

paradigm to model other natural disaster damage. 
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I. INTRODUCTION 

 

There is a significant need to survey the damage done 

by earthquakes in disaster hit locales. Anticipating the 

harm done to structures helps in recognizing the 

recipients qualified for government help for lodging 

recreation. It is a basic piece of the post-disaster 

recuperation stage. Manual recognizable proof and 

characterization demand huge investment and assets 

and prompts trouble among the populace. There have 

been endeavors made to anticipate the seismic damage 

utilizing satellite symbolism , of earthquakes hit locales, 

yet all at once these are register escalated. The April 

2015 Nepal tremor, the Gorkha earthquake, was quite 

possibly of the most obliterating debacle that has at any 

point hit Nepal. It had a second greatness of 7.8 on the 
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Richter Scale. It killed around 9000 individuals, 

additionally causing wounds to 22000 others. In the 

result of the Gorkha earthquake, Nepal played out a 

broad family overview by utilizing portable innovation 

to assess the degrees of building harms in those areas 

impacted by the quake. The study, which is currently 

one of the biggest post-calamity datasets ever 

incorporated, contains helpful data on the effect of the 

quake, the family conditions, and the financial 

socioeconomics of the fiasco. This paper expects to 

assess and estimate the harm caused to each structure 

by the 2015 Gorkha earthquake in view of the qualities 

of the structure area and its development. 

 

II. LITERATURE SURVEY 

 

Earthquake magniture prediction for Hindukush 

region has been carried out in this research using 

temporal sequence of historic seismic activities in 

combination with the machine learning classifiers. 

Prediction has been made on the basis of 

mathematically calculated eight seismic indicators 

using the earthquake catalog of the region. These 

parameters are based on the well-known geophysical 

facts of Gutenberg–Richter’s inverse law, distribution 

of characteristic earthquake magnitudes and seismic 

quiescence. In this research, four machine learning 

techniques including pattern recognition neural 

network, recurrent neural network, random forest and 

linear programming boost ensemble classifier are 

separately applied to model relationships between 

calculated seismic parameters and future earthquake 

occurrences  

The problem is formulated as a binary classification 

task and predictions are made for earthquakes of 

magnitude greater than or equal to 5.5 ($$M \ge$$M≥ 

5.5), for the duration of 1 month. Furthermore, the 

analysis of earthquake prediction results is carried out 

for every machine learning classifier in terms of 

sensitivity, specificity, true and false predictive values. 

Accuracy is another performance measure considered 

for analyzing the results. Earthquake magnitude 

prediction for the Hindukush using these 

aforementioned techniques show significant and 

encouraging results, thus constituting a step forward 

toward the final robust prediction mechanism which is 

not available so far. 

 

III. PROPOSED METHODOLOGIES 

 

In proposed system, we used some machine learning 

algorithms Gradient Boosting,Gradient Boosting is a 

famous boosting algorithm. In gradient boosting, every 

indicator revises its predecessor’s error. As opposed to 

Adaboost, the loads of the preparation occasions are 

not changed, all things considered, every indicator is 

prepared involving the remaining errors of predecessor 

as labels There is a strategy called the Gradient Boosted 

Trees whose base learner is CART (Classification and 

Regression Trees). we used adaboost random 

forest ,adaboost decision tree Classifier models also. 

The spiral model is an SDLC model that combines 

elements of an iterative software development model 

with a waterfall model. It is advisable to use this model 

for expensive, large and complex projects. In its 

diagrammatic representation, we have a coil having 

many cycles or loops. The number of cycles varies for 

each project and is usually specified by the project 

manager. Each spiral cycle is a stage in the software 

development process. 

Plan objectives and find alternate solutions  

This phase includes requirement gathering and 

analysis. Based on the requirements, objectives are 

defined, and different alternative solutions are 

proposed.  

Risk analysis and resolving  

In this quadrant, all the proposed solutions are 

analyzed, and any potential risk is identified, analyzed, 

and resolved.  

Develop the next version of the product  

This phase includes the actual implementation of the 

different features. All the implemented features are 

then verified with thorough testing. 

Plan the next phase  
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In this phase, the software is evaluated by the customer. 

It also includes risk identification and monitoring like 

cost overrun or schedule slippage and after that 

planning of the next phase is started. 

 

IV. EXPERIMENT 

 

This section describes the experiment and how it was 

planned, as well as its objectives and the procedure 

itself. It is done to help the reader understand how the 

experiment was carried out and planned.  

Here for a machine learning projects .we generally 

collect the input from online websites and filter the 

input data and visualize them in graphical format and 

then the data is divided for training and testing . That 

training is testing data is given to the algorithms to 

predict the data . 

1. First, we take dataset.  

2. Filter dataset according to requirements and create a 

new dataset which has attribute according to analysis 

to be done 

3. Perform Pre-Processing on the dataset 

4. Split the data into training and testing 

5. Train the model with training data then analyze 

testing dataset over classification algorithm 

6. Finally you will get results as accuracy metrics. 

Data collection is a process in which information is 

gathered from many sources which is later used to 

develop the machine learning models. The data should 

be stored in a way that makes sense for problem. In this 

step the data set is converted into the understandable 

format which can be fed into machine learning 

models.Data used in this paper is a set of cervical 

cancer data with 15 features . This step is concerned 

with selecting the subset of all available data that you 

will be working with. ML problems start with data 

preferably, lots of data (examples or observations) for 

which you already know the target answer. Data for 

which you already know the target answer is called 

labelled data. 

Organize your selected data by formatting, cleaning 

and sampling from it. Three common data pre-

processing steps are: 

Formatting: The data you have selected may not be in 

a format that is suitable for you to work with. The data 

may be in a relational database and you would like it 

in a flat file, or the data may be in a proprietary file 

format and you would like it in a relational database or 

a text file. 

Cleaning: Cleaning data is the removal or fixing of 

missing data. There may be data instances that are 

incomplete and do not carry the data you believe you 

need to address the problem. These instances may need 

to be removed. Additionally, there may be sensitive 

information in some of the attributes and these 

attributes may need to be anonymized or removed 

from the data entirely. 

Sampling: There may be far more selected data 

available than you need to work with. More data can 

result in much longer running times for algorithms and 

larger computational and memory requirements. You 

can take a smaller representative sample of the selected 

data that may be much faster for exploring and 

prototyping solutions before considering the whole 

dataset. 

Next thing is to do Feature extraction is an attribute 

reduction process. Unlike feature selection, which 

ranks the existing attributes according to their 

predictive significance, feature extraction actually 

transforms the attributes. The transformed attributes, 

or features, are linear combinations of the original 

attributes. Finally, our models are trained using 

Classifier algorithm. We use classify module on 

Natural Language Toolkit library on Python. We use 

the labelled dataset gathered. The rest of our labelled 

data will be used to evaluate the models. Some machine 

learning algorithms were used to classify pre-processed 

data. The chosen classifiers were Random forest. These 

algorithms are very popular in text classification tasks. 

Model Evaluation is an integral part of the model 

development process. It helps to find the best model 

that represents our data and how well the chosen 
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model will work in the future. Evaluating model 

performance with the data used for training is not 

acceptable in data science because it can easily 

generate overoptimistic and over fitted models. There 

are two methods of evaluating models in data science, 

Hold-Out and Cross-Validation. To avoid over fitting, 

both methods use a test set (not seen by the model) to 

evaluate model performance. 

 

V. CONCLUSION 

 

The time intervals are not uniform, as expected from 

many sensor data with limited sensitivity to events; 

some earthquake data have 8 milliseconds intervals 

and some nearly 1 day, hence time series is irregular. 

This complicates the time-series modeling which I will 

cover in the future blog post. 5. EDA — 50 years of 

earthquake dat  

 

VI. FUTURE WORK 

 

In the future post, we will use the developed features, 

specifically, the clustering features to perform more 

advanced time-series analysis. Based on early 

evaluation, we found LSTM as an appropriate method 

for my purposes. 

Two aspects specifically brought our interest towards 

LSTM sequential analysis: 1 — the irregular nature of 

my time-series. 2 — the shock-like nature of the 

earthquake without much apparent precursors. 
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