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 Air-writing refers to writing of linguistic characters or words in a free space 

by hand or finger movements. Airwriting differs from conventional 

handwriting; the latter contains the pen-up-pen-down motion, while the 

former lacks such a delimited sequence of writing events. We address air-

writing recognition problems in a pair of companion papers. In Part 1, 

recognition of characters or words is accomplished based on 6 degrees-of-

freedom hand motion data. We address air-writing on two levels: motion 

characters and motion words. Isolated air-writing characters can be 

recognized similar to motion gestures although with increased 

sophistication and variability. For motion word recognition in which 

letters are connected and superimposed in the same virtual box in space, 

we build statistical models for words by concatenating clustered ligature 

models and individual letter models. Hidden Markov model is used for 

airwriting modeling and recognition. 

We show that motion data along dimensions beyond a 2D trajectory can be 

beneficially discriminative for air-writing recog-nition. We investigate the 

relative effectiveness of various feature dimensions of optical and inertial 

tracking signals, and report the attainable recognition performance 

correspondingly. The proposed system achieves a word error rate of 0.8% 

for word-based recognition and 1.9% for letter-based recognition. We also 

subjectively and objectively evaluate the effectiveness of airwriting and 

compare it to text input using a virtual keyboard. The words-per-minute of 

airwriting and virtual keyboard are 5.43 and 8.42, respectively. 
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I. INTRODUCTION 

MOTION gestures provide a complimentary modality 

for general human-computer interaction. Motion 

gestures are meant to be simple so that a user can easily 

memorize and perform them. However, motion 
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gestures themselves are not expressive enough to input 

text for motion-based control.  

 

We define “air-writing” as writing letters or words 

with hand or finger movements in a free space. Air-

writing is especially useful for user interfaces that do 

not allow the user to type on a keyboard or write on a 

trackpad/touchscreen, or for text input for smart 

system control, among many applications. Isolated 

letters written in the air involves a sequence of hand 

or finger movements. Although any snapshot of such 

move-ments can be considered a realization of a 

motion gesture, air-writing is more complicated than 

gesture recognition because of the interdependency 

among the involved “gestures”. In conventional 

handwriting, a sequential discrete stroke structure is 

made. A stroke is an isolated writing trajectory 

between the pen-up/pen-down events. In contrast, air-

writing is rendered on a virtual plane without visual or 

haptic feedback, and lacks the delimited sequence of 

writing events. Air-writing is also more complex for 

automatic recognition than cursive style writing on 

paper due to the lack of a concrete anchoring or 

reference position; the person who performs air-

writing can only use an imaginary coordinate to guide 

the writing motion. The variability of motion data that 

represents a letter is thus considerably broader in air-

writing than in paper writing. 

 

From a user’s perspective, air-writing can be realized 

in several ways. The first and the most essential is 

writing of individual isolated letters in an imaginary 

box in the space, one at a time. The second is the 

writing of multiple letters across the space from left to 

right in a style much like writing on a paper. Finally, 

one can also write several letters, stacked contiguously 

one over another in the same imaginary box. We call 

these, isolated, connected, and overlapped air-writing 

respectively. 

 

The problem of air-writing recognition can be 

approached progressively. Isolated air-writing carries 

the assumption that the hand motion to render a letter 

has already been roughly localized in time and in space. 

Localization of motion render-ing may be 

accomplished by use of a tracker, which can be easily 

turned on or off, to signify the beginning and ending 

of a writing activity. The localization is only 

approximate and not fluctuation-free because most 

users cannot precisely synchronize the tracker control 

(on-off) and the true writing trajectory. This is similar 

to the notorious problem of end-pointing in spoken 

utterance recognition even with a push-to-talk control. 

 

Between the approximate endpoints, the motion 

trajectory forms a letter that resembles a uni-stroke 

writing. Study of isolated air-writing is essential to 

provide the technological foundation for subsequent 

challenges. Beyond isolated let-ters, recognition of 

“word” poses two additional challenges: the contiguous 

writing of letters without segmentation, and the 

incorporation of sequential constraints between letters. 

The distinction between connected and overlapped 

air-writing mainly arises from system usability; the 

latter requires less limb movement. From the 

viewpoint of technology develop-ment, techniques for 

overlapped air-writing can be applied to connected-

letter air-writing and we shall address overlapped  air-

writing with emphasis. 
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The paper is organized as follows. In the next section, 

we discuss the related prior work. Section III describes 

the motion tracking system and data acquisition 

procedures for air-writing. In Section IV, we explain 

the feature extraction and normalization procedure, 

and present the techniques for modeling motion 

characters and motion words. The experiment setup 

and results are given in Section V. We present the 

usability study in Section VI. The discussion and 

conlusion are in Section VII. 

 

II. LITERATURE AND SURVEY 

 

Traditional handwriting styles include cursive or print 

let-ters. These writing styles vary with writers and are 

often mixed in actual handwriting. To make it easier 

for a machine to recognize and quicker for a user to 

write, letters are simplified into single-stroke styles. 

The Graffiti alphabet [4] best exemplifies the uni-

stroke handwriting. Because the uni-stroke alphabet 

differs from conventional writing, a novice user needs 

to learn and practice the writing system to attain entry 

speed. 

There are other text input modalities in addition to 

typing and writing.One alternative approach is a 

mixture of typing and writing. In Quickwriting [5], [6], 

a user swipes strokes on zones and sub-zones to input 

the associated characters. TwoStick [7] applies a similar 

concept to the two joysticks on a gamepad. Swype [8] 

allows a user to enter words on a soft keyboard by 

sliding from the first letter of a word to its last letter 

and uses a language model to guess the intended word. 

Similar to typing on a virtual keyboard, swiping strokes 

also requires the user’s attention to the visual feedback 

while inputing text and is not eyes-free. 

 

A review of automated handwriting recognition can be 

found in [9]. Hidden Markov models (HMMs) are 

widely used for online handwriting recognition [10], 

[11]. In [12], ligature models are proposed to address 

online recognition of cursive handwriting, in which 

successive letters are connected without explicit pen-

up moves. Motion-based handwriting can also be 

considered in parallel to motion gestures or sign 

language. Motion gesture recognition has been studied 

with different types of motion tracking devices [3], 

[13]. Sign language is more sophisticated than motion 

gestures. Many sign language recognition systems use 

HMMs with various sensing technologies, such as data 

gloves and vision-based techniques [14], [15]. In [16], 

[17], air-writing recognition was achieved with 

inertial sensors attached to a glove. Jin et al. [18] 

proposed a vision-based approach for finger-writing 

character recognition. Schick et al. [19] also proposed 

a vision-based hand tracking system that recognizes 

handwriting in mid-air. In [20], finger writing in the 

air is tracked with a depth sensor. Different motion 

sensing and tracking technologies impose various 

behavioral load on the user. As an example, wearing 

data gloves is often considered by many users as an 

undesirable burden and may change the wearing user’s 

motion behavior. In our earlier work [21], we opt for a 

hybrid tracking system (and the accompanying device) 

that is simple to control. 
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TABLE IX. USABILITY RESULT OF AIR-WRITING AND VIRTUAL 

 KEYBOARD (SUBJECTIVE RATING FROM 1 TO 5)   
Question  air-   virtual 

  
 handwriting   keyboard      

       

1. Intuitiveness [5: most intuitive] 4.10   4.75  

2. Arm fatigue level [5: no fatigue] 3.05   3.10  

3. Vote for inputing a short word (2-3 letters) 16   4  

4. Vote for inputing a long word (4+ letters) 11   9  

5. Satisfaction of recognition performance 4.25   -  
 

[5: most satisfied] 
   

      

 

Because relatively large and unconstrained control 

motions are involved. Our study indicates the speed for 

these alternative text input methods on a motion-based 

user interface. 

 

The objective metrics show that air-writing is roughly 

1.5 times slower and 3 times longer in motion footprint 

than the virtual keyboard. However, we get quite 

interesting results from the subjective evaluation as 

shown in Table IX. Air-writing is a variation of 

conventional writing, and virtual key-board follows 

the same metaphor of typing on a touchscreen. Both 

methods are intuitive to users and have neutral scores 

for the arm fatigue level. Motions in the air involve 

more muscles than keyboard or touch-based 

interaction and thus cause more fatigue. Even though 

the motion footprint of air-writing is three times larger, 

it does not directly reflects arm fatigue ratings. The 

arm fatigue level relates to the writing or typing style. 

For example, air-writing could cause less fatigue for a 

user who rests the elbow and writes with the upper 

arm and wrist than a user who holds the whole arm in 

the air. The layout of the virtual keyboard is fixed for 

all subjects. To cover all keys, it requires a larger range 

of movement, e.g., the distance between key Z and 

Backspace is about 60 cm (1200 pixels). Six subjects 

mention that the keyboard layout is too big. Reducing 

the size of the keyboard layout can reduce the motion 

footprint. However, smaller keys can be prone to 

“typing” errors and require more precise pointing 

motions. The majority of users choose air-writing for 

short text input (2-3 letters), and about half of users 

prefer air-writing for long text input (4+ letters). 

 

Based on our study, air-writing may not be fast enough 

for general-purpose text input, but it is suitable for 

infrequent and short text input on a motion-based user 

interface, where conventional writing or typing is not 

available. Although virtual keyboard is faster than air-

writing, a virtual keyboard requires a display and 

precise pointing. Typing on a virtual keyboard requires 

two foci of attention (FOA), i.e., the user needs to pay 

attention to the keyboard and then the input result. On 

the contrary, air-writing is a single-FOA task. The user 

does not necessarily need the visual feedback of 

writing and achieves “eyes-free” text input. Air-

writing recognition does not require precise pointing 

and is applicable to a broader range of motion tracking 

systems. 

 

There are other usability issues of air-writing from user 

feedback. The box-writing style appears to be easy to 

learn, but it needs some practice to write with the 

specified stroke order. In our current system, writing 

with different stroke orders can cause errors in 

recognition, especially for shorter words. Five users 

suggest to write without constraints on the stroke 

order, and four users would like to write without 

holding a button. 

  

III. CONCLUSION 

 

In this work, we attempt to recognize air-writing with 

a 6-DOF motion tracking system. The writing motion 

is tracked with the position and orientation in the 

global frame, and the acceleration and angular speed in 

the device-wise coordinates. The air-writing recording 

process is very time consuming. To make the recording 

process feasible, we place constraints on stroke orders 

and upper-case letters with limited vocabulary to 

refine the scope of air-writing data acquisition without 

losing too much generality. From these motion data, 

we derive five basic features for observations of HMMs 

and form the combination of pure optical, pure inertial, 

and complete 6-DOF features. Although the 
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handwriting is defined purely by the planar shape, we 

show that motion information beyond the spatial 

trajectory is informative for air-writing recognition. 

 

Air-writing is uni-stroke without pen-up/pen-down 

infor-mation. The writing style and motor control are 

different from ordinary pen-based writing due to lack 

of haptic and vision feedback. We separate air-writing 

in two levels: motion characters and motion words. 

Motion characters are handled similar to motion 

gestures, and each character is modeled with a HMM. 

A motion word can be modeled by concatenating 

character and ligature models. We present two 

approaches to model ligatures: hard clustering and 

decision tree. The former is proven to be sufficient for 

word-based word recognition. The latter provides 

better capability of ligature modeling, which improves 

the performance of letter-based word recognition. The 

word-based word recognition achieves relatively low 

WER but is not able to recognize out-of-vocabulary 

words. The word-based recognizer is suitable for 

applications that have a limited vocabulary and 

stringent requirement on the accuracy. On the other 

hand, letter-based word recognition has around 10% 

WER but can handle arbitrary letter sequences and 

progressive decoding. To substantially improve the 

letter-based recognition accuracy, the system can 

provide suggestions with n-best decoding and lets the 

user choose the right one. 

 

A user study investigates input speed, motion footprint, 

physical strain, and subjective evaluation of two 

motion-based text input methods: air-writing and 

virtual keyboard. The results suggest that air-writing is 

suitable for short and infrequent text input on a 

motion-based user interface. 
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