# Train Time Delay Prediction for High-speed Train Dispatching Based on Spatio Temporal Graph Convolutional Network 

${ }^{* 1}$ Muneeba Zuha, ${ }^{2}$ Mora Gayatri, ${ }^{3} \mathrm{~B}$ Meghana<br>${ }^{1}$ Associate Professor, Department of Information Technology, Bhoj Reddy Engineering College for Women, Hyderabad, India<br>${ }^{2,}$ Students, Department of Information Technology, Bhoj Reddy Engineering College for Women, Hyderabad, India

## Article Info

Volume 9, Issue 5
Page Number : 327-331

## Publication Issue :

September-October-2022

## Article History

Accepted : 01 Oct 2022
Published: 22 Oct 2022


#### Abstract

Railway operations involve different types of entities (stations, trains, etc.), making the existing graph/network models with homogenous nodes (i.e., the same kind of nodes) incapable of capturing the interactions between the entities. This paper aims to develop a heterogeneous graph neural network (HetGNN) model, which can address different types of nodes (i.e., heterogeneous nodes), to investigate the train delay evolution on railway networks. To this end, a graph architecture combining the HetGNN model and the GraphSAGE homogeneous GNN (HomoGNN), called SAGE-Het, is proposed. The aim is to capture the interactions between trains, trains and stations, and stations and other stations on delay evolution based on different edges. In contrast to the traditional methods that require the inputs to have constant dimensions (e.g., in rectangular or grid-like arrays) or only allow homogeneous nodes in the graph, SAGE-Het allows for flexible inputs and heterogeneous nodes. The data from two subnetworks of the China railway network, namely the Guangzhou South network (GZS-Net) and the Changsha South network (CSS-Net), are applied to test the performance and robustness of the proposed SAGE-Het model. The experimental results show that SAGE-Het exhibits better performance than the existing delay prediction methods and some advanced HetGNNs used for other prediction tasks; the predictive performances of SAGE-Het under different prediction time horizons (10/20/30 min ahead) all outperform other baseline methods; the accuracies are over $90 \%$ under the permissible 3-minute errors for the three prediction time horizons. Specifically, the influences of train interactions on delay propagation are investigated based on the proposed model. The results show that train interactions become subtle when the train headways increase (e.g., when the train headways are over 20 min , canceling the edges does not decrease the prediction performance). This finding directly contributes to


decision-making in the situation where conflict-resolution or train-canceling actions are needed.
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## I. INTRODUCTION

Railway networks are complex systems consisting of multitudinous fixed facilities, including stations and tracks, and moving objects, most notably trains. The states of running trains are a result of interactions between the facilities and objects in the systems, as well as the effects of the external environment, such as bad weather. (Huang et al., 2020b; Wang and Zhang, 2019). As a measurement of the deviation between the actual and scheduled operation plans, delays are generally used to describe the state of a railway network, where trains are the most common moving objects in the system. As such, the delays of running trains are great indicators to evaluate the state of a railway network. Network-oriented train delay evolution is thus critical for railway operators and controllers as a comprehensive understanding of train delays in the network improves the quality of traffic control actions and rescheduling strategies (Sciences, 2018; Wen et al., 2019). Due to the availability of data, numerous state-of-the-art machine-learning methods have been used in railway systems (Oneto et al., 2017; Ye et al., 2021). Among them, delay prediction or propagation is a popular field. However, the majority of previous delay prediction and propagation research is train-oriented (Huang et al., 2020b; Marković et al., 2015); in other words, they concentrated mainly on trains and forecasted the delays of each train in the downstream stations. However, in practice, dispatchers need to pay more attention to the network states from a systematic perspective, i.e., the delays of the railway network. In this study, we model train
delays from a network perspective, considering the different kinds of trains and stations in the systems. The proposed network-oriented approach considers all trains at each moment, and explore the evolution of railway network delay, by predicting the delays of the running trains in the network after a given time interval. The network-oriented approach is expected to support dispatchers with a more comprehensive understanding of the state of the entire railway network, thus enabling them to make a global, rather than partial, adjustment plan.

## II. RELATED WORK

Some achievements have been made in the prediction of train delay previously. Generally, it can be divided into the following categories: (1) works based on scenario calculation and simulation data; (2) works based on actual data without considering the spatiotemporal characteristics of train operation; (3) works based on actual data and considering external factors but ignoring the spatiotemporal characteristics of train operation; (4) works based on the actual performance data, considering the spatiotemporal characteristics of train operation but ignoring the external factors. Some studies are not based on actual train operation data. For example, Wang et al. [15] analyzed the four aspects of people, equipment, environment, and management and further selected 14 main influencing factors of train delay; the interpretive structure model is used to analyze the train delay. Based on scenario calculation, Ma [16] analyzed the influencing factors of train delay degree and calculated
the corresponding weight through expert scoring method and analytic hierarchy process, solved the models of different scenarios by introducing genetic factor and information entropy, and solved the train operation adjustment model by example simulation, so as to adjust and optimize the train delay model.
Some studies are based on actual performance data but do not consider the spatiotemporal characteristics of the train. For example, Huang et al. [17] put the delay time of the train at the initial late station, the total delay time of train passing through each station, and the total interval buffer time for each stop, as well as the $0-1$ variable that identifies whether the train is delayed through the Zhuzhou WestChangsha South interval as independent variables, and used random forest regression to predict train delays. Oneto et al. [18] proposed a fast learning algorithm for shallow and deep extreme learning machines based on the useful and actionable information in a large amount of historical train operation data of the Italian railway network and made full use of the recent memory scale data processing technology to predict train delays.
Some studies consider external factors but do not consider the spatiotemporal characteristics. For example, the research of Oneto et al. [19] does not use the historical data of train operation but uses the static rules established by railway infrastructure experts based on classical univariate statistics and uses the weather information provided by the national meteorological service to further improve the model. , e train operation data changes with time and space. ee model that only depends on the rules defined by experts has poor flexibility and portability, and it is hard to grasp the train operation law in the data.

## III. PROPOSED SYSTEM

Train operation data is typical spatiotemporal network data [5]. In the real high-speed railway network, the operation of trains has a strong spatial dependence, temporal relevance, and spatiotemporal correlation.

Spatial dependence is the direct influence between adjacent stations. ,e number of train delays at the next station will be affected by the delays at the previous station. Temporal relevance refers to the fact that the delay of a certain time period at a certain station has the same trend as that in the past few days and weeks. Spatiotemporal correlation refers to the fact that, in the spatial dimension, the mutual influence between different stations is different. Even the same station has different effects on its adjacent stations over time, and, in the time dimension, the historical observation data of different stations have different effects on the delay status of the station and its adjacent stations at different times in the future; therefore, the train operation data of high-speed railway shows strong dynamic correlation in spatiotemporal dimension., is paper uses three ways to sample data: the latest time series (by hour) and the time series of one day and one week. Weather conditions and major holidays also have dual attributes in time and space. From the perspective of temporal dimension, for a special station, the change of weather in a week will be greater than that in a day, and the change in a day will be greater than that in each hour. From the perspective of spatial dimension, in the same time period, different stations have different weather. For example, theweather conditions between closer stations will be more same, while the weather conditions of stations farther away will be more different. ,erefore, we believe that weather factors have spatiotemporal characteristics. For major holidays, we believe that the major holiday factors have the temporal characteristics.

## IV. CONCLUSION

Focusing on the spatiotemporal and dynamic correlation of high-speed railway train operation data, this paper constructs MATGCN model based on multiattention mechanism to predict the train delay at high-speed railway stations. ,is model combines multiattention mechanism and spatiotemporal
convolution, including spatial dimension graph convolution and temporal dimension standard convolution, to capture the spatiotemporal characteristics of train operation data at the same time, and adds multifeature attention mechanism to process the external factors such as weather conditions, wind level, and major holiday to achieve more accurate prediction. In the experimental stage, we compare and evaluate the MATGCN model proposed in this paper with the ANN, SVR, LSTM, RF, and TSTGCN models and use MAE, RMSE, and MAPE to evaluate the prediction effect of the model. ,e result shows that the three attention mechanisms play a positive role in improving the performance of the model.
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