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 The "Smart Health Prediction Using Machine Learning" system uses 

predictive modelling to predict the disease of users or patients based on 

the symptoms that the user inputs into the system. User/patient, doctor, 

and admin are the three options for logging onto the application. The tool 

analyses the symptoms provided by the user or patient as input and returns 

the likelihood of the disease based on the algorithmic prediction. The Nave 

Bayes Classifier is employed to generate insightful health forecasts. The 

Nave Bayes Classifier determines the illness% probability by using all of 

its features that were trained during the training phase. For patients and 

users, an accurate interpretation of disease data helps with early disease 

prediction and provides them with a clear picture of the situation.  
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I. INTRODUCTION 

 

Machine learning is a generative method for 

producing predictive modelling from particular 

examples. It extends the idea that computer software 

can analyse data for patterns, learn from it, and draw 

conclusions with little assistance from humans. 

Machine learning is a programming technique that 

uses test data or previously obtained data to precisely 

optimise results.  

Planning and research are the first two phases of the 

machine learning algorithm. To predict the rate of 

illness and health, the user's or patient's sign and 

symptom logs are used. Based on user/patient 

experience, machine learning technology offers a wide 

range of applications in the medical sector to tackle the 

issues of health disease prediction. We use machine 

learning to keep track of all ailments and symptoms. 

Predictive models may be quickly analysed with the 

help of machine learning technologies. Technology 

enables users/patients to determine independently 

whether to seek medical attention for certain 

symptoms, improving patient health care. Gaussian 

Nave Bayes classifier is used to examine the substantial 

amount of data that was obtained. The administrative, 

clinical, academic, and educational aspects of disease 

prediction from symptoms for each subfield of disease 

predictions were also demonstrated. There are several 

ways to acquire data.  

There are several resources accessible to anticipate 

smart health. Studies, however, have concentrated on 

serious illness, and a level of risk has been established. 

For general disease, these methods aren't frequently 

used to forecast disease.  
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Utilising a strategy for Machine Learning Algorithms 

that is perfectly suited for diagnosing various ailments 

by analysing patient symptoms. Both time and 

resources are saved.  

 

II. LITERATURE SURVEY 

 

Numerous studies have been conducted on the topic of 

disease prediction utilising various machine learning 

approaches and algorithms that can be employed by 

medical organisations.  

Naveenkumar and his colleague has proposed a system 

of health prediction using machine learning 

algorithms. In prediction of system he used different 

algorithms like Naive Bayes, K-Nearest Neighbor, and 

Decision Tree. This proposed system had an accuracy 

of 94%[1].Aditi Gavhane and her colleague suggested 

prediction for heart disease that utilizes Machine 

Learning. Multi-Layer Perceptron model is used in this 

system. This system predicts heart disease based on 

basic symptoms like age, sex, pulse rate, etc. The 

accuracy of this suggested system is 91% [2].Gupta A 

and his colleague proposed system for heart prediction 

which makes use of naive bayes algorithm.The 

accuracy of naive bayes algorithm is 97%.This system 

predicts heart diseases based on basic sysmtoms chest 

pain, pain of discomfort in jaw ,neck, shortness of 

breathing [3].D Dahiwade and his  

colleague designed a model for prediction of the 

disease using approaches of machine learning and used 

techniques like KNN and CNN. This paper suggests 

disease prediction i.e. based on patient’s symptoms. 

The accuracy of KNN is 95% and the accuracy of CNN 

is 98%[4].N. Shabaz Ali and his colleague designed a 

model for prediction of diseases using data mining 

technique. This paper is made on how the data mining 

techniques are used along with the machine learning 

to predict the diseases based on the user 

symptoms[5].Shubham Salunke and his colleague has 

designed system for identifying the diseases that 

patients are suffering from on the basis of naive bayes 

algorithm[6].H. Pandey and his colleague make use of 

IoT and machine learning for healthcare monitoring. 

The Internet of Things (IoT) has enabled the invention 

of smart health monitoring systems. These health 

monitoring systems can track a person’s mental and 

physical wellness on the basis of stress level, anxiety 

level and hypertension of particular patient[7].Monika 

Gandhi and her colleague has proposed system for 

predicting heart diseases using data mining 

techniques. . In this paper, data mining methods 

namely, Naive Bayes, Neural network, Decision tree 

algorithm are analyzed on medical data sets using 

algorithms[8].S. Ananth and his colleague has 

proposed system for health prediction using IoT which 

has enabled invention in healthcare. The accuracy of 

the system is about 82%[9].S.S and his colleague 

proposed model for health and disease prognosis 

system. For prediction of diseases, different machine 

learning algorithms such as Random Forest, Naive 

Bayes, Logistic Regression, Support Vector Machine, 

K-Nearest Neighbours , Decision Tree and Gradient 

Boosting are compared to predict in an efficacious 

manner with better accuracy. The best accuracy model 

is saved for disease prediction. This system is especially 

used for early prediction of disease[10].Rudra A. and 

his colleague has proposed system for multiple disease 

prediction. This system has additional appearance of 

consulting drugs and medication of disease expected 

which is the biggest drawback of the model. The 

accuracy of the system is about 85%[11].M. Asia and 

his colleague tried to find a scalable solution that can 

predict different disease utilizing  

Random Forest Algorithm. This system presents a 

comparison against Naïve-Bayes classifier but Random 

Forest gives more accurate results with accuracy 

98%[12].Sneha R. and his colleague has designed 

system named disease prediction based of classification 

algorithm. The classification algorithms such as 

Decision Tree, Support Vector Machine(SVM), K 

Nearest Neighbour(KNN),Random Forest, Logistic 

Regression,  

Naive Bayes are used for building this disease 

prediction model. The Naive Bayes provides highest 
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accuracy 97% and hence used for prediction of the 

diseases[13].Farooqui and his colleague has designed 

health prediction system using support vector 

machine and multilinear regression. The result 

generated by proposed system has accuracy up to 

87%[14].N. Kosarkar and his colleague has proposed 

system for health prediction using different algorithms 

of machine learning like random forest, support vector 

machine and logistic regression. The accuracy of the 

proposed model is 82%[15].  

 

III. PROJECT ANALYSIS 

 

3.1. Existing Method:  

The model predicts chronic diseases for a specific 

demographic and geographic area. The prediction of 

diseases only includes specific illnesses. In this method, 

convolutional neural networks and large data are used 

to forecast the likelihood of contracting a disease. The 

approach employs machine learning techniques like 

K-nearest neighbours and Decision Tree for S-type 

data. The method has an accuracy rate of up to 94.8% 

for various conditions. In earlier study, we dissected 

machine learning methods to predict chronic illness 

outbreaks in vulnerable populations to a disease. We 

are developing enhanced prediction models using 

actual hospital data from a few specific regions/areas. 

We present a novel multimodal patient/user input 

based structured and unstructured sickness risk 

prediction method for convolutional neural networks.  

 

3.2. Proposed Method:  

A person must consult a doctor or physician after 

receiving a diagnosis of a sickness, which is both 

timeconsuming and expensive. It might be 

exceedingly challenging for users to attend the 

hospital at times,  

making it challenging to diagnose an illness on one's 

own. However, if the aforementioned operation were 

carried out using an electronic software programme, 

the patient would benefit greatly and both the user 

and the patient would save time and resources. The 

procedure would go off without a hitch. A web-based 

programme called "Smart Health Care Prediction" 

forecasts a user's disease based on the symptoms the 

user/patient experiences. The data set needed for the 

Smart Health Prediction Framework was gathered 

from several websites that deal with health. Based on 

the symptoms listed in the web application, the user 

would be able to anticipate the illness's onset. Create a 

web platform that can forecast disease episodes based 

on a variety of symptoms is the goal of this project. 

With the use of probabilistic estimates and conditions, 

users can select from a variety of symptoms and 

diagnose disease. 

 

Efficiency comparison TABLE 

 

Diseases NB LR K* DT 

Breast Cancer Wise 96.25 93.45 96.48 97.18 

Breast Cancer 75.36 69.48 74.36 77.83 

Dermatomegaly 98.36 97.59 97.25 98.13 

Echo Chambers 95.61 95.69 95.98 96.10 

Liveries 57.12 69.48 71.29 72.39 

Pimaricin Diabetes 73.89 75.98 76.27 77.19 

Hematidrosis 72.39 85.65 79.45 81.34 

Heart-statlog 83.69 85.69 74.56 81.59 

Heart-b 85.74 84.58 78.85 81.29 

Hepatitis 82.98 84.25 80.25 79.85 

Lung Cancer 54.28 49.85 45.69 41.08 

Lymph’s 86.94 79.25 84.29 79.68 

Osteoporosis 69.38 63.84 65.89 72.36 

Tumor 51.84 43.65 39.71 43.58 

 

We analysed the accuracy of several approaches in the 

aforementioned table, and the results show that the 

Naive Bayes algorithm has higher accuracy and better 

timing in comparison. Because medical data are 

growing at an exponential rate and must be processed 

in order to predict exact disease from symptoms, we 

employed the naive bayes algorithm to identify patient 

data. We were able to obtain accurate general illness 

risk prediction as an output from having the input as a 
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user/patient record, which helped us comprehend the 

level of disease risk prediction. This technology made 

it possible to anticipate risk factors and diseases 

quickly, easily, and inexpensively.  

 

IV. ALGORITHM AND ARCHITECTURE  

 

4.1. Naïve Bayes Algorithm:  

The Naive Bayes algorithm is a straightforward 

dynamic method for developing models for classifying 

issue instance occurrences in order to map them to 

objects. Class names are selected from a limited 

number of options. It is a group of algorithms built 

around a broad notion rather than a single method. 

This concept states that each Naive Bayes Classifier's 

function value is independent of the value of other 

feature. for instance, if the  Fruit that is round, orange, 

and 10 to 15 cm in diameter could be referred to as an 

orange. Each characteristic is considered by the Naive 

Bayes algorithm in order to identify whether the fruit 

is an orange. There are n different probability models, 

but for some of them, the supervised learning 

performance of the Naive Bayes method is the best 

 
 

4.2. Random Forest Algorithm:  

The bagging method, a type of ensemble learning 

approach, is the foundation of random forest. Multiple 

decision trees are utilised in the random forest 

algorithm, which also combines the tree's output. This 

can both prevent the overfitting issue and increase 

accuracy. A forest is made up of a variety of different 

tree species, and the more species there are, the more 

robust the forest will be.  

 
  

4.3. Support Vector Classifier- SVC: 

• Support Vector Machine, or SVM, is one of the 

most used supervised learning algorithms, and it 

is used 

To address Classification and Regression problems. But 

it is primarily used in MachineLearning 

classification problems. 

• In order to quickly categorise new data points in 

the future, the SVM algorithm aims to determine 

the optimum line or decision boundary that can 

divide n-dimensional space into classes. The name 

of this optimal decision boundary is a hyperplane. 

 

Architecture:  
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Output:   

 
 

 
 

 
 

V. CONCLUSION 

 

In this work, we examined convolutional neural 

network variations to avoid sophisticated pre- 

processing, expensive feature extraction, and a 

complex ensemble (classifier combination) method of 

a typical recognition system with the goal of increasing 

the performance of handwritten digit recognition. 

With the Adam optimizer, we were able to achieve a 

99.89% recognition rate for the MNIST database. The 

uniqueness of the current study is that it carefully 

examines all the CNN architecture settings that 

provide the best recognition accuracy for an MNIST 

dataset. For the same dataset, ensemble CNN network 

topologies were used to increase recognition accuracy 

at the expense of higher computational costs and more 

difficult testing.. 
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