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 Breast cancer is becoming the leading cause of mortality among women. 

One of the most prevalent diseases in women, breast cancer is brought on 

by a variety of clinical, lifestyle, social, and economic variables. Predictive 

approaches based on machine learning offer methods for diagnosing breast 

cancer sooner. It may be found using a variety of analytical methods, 

including Breast MRI, X-ray, thermography, mammograms, ultrasound, 

etc.  The most prevalent technique for performance evaluation uses 

accuracy measures, and the Convolutional Neural Network (CNN) is the 

most accurate and widely used model for breast cancer diagnosis. The 

Wisconsin Breast Cancer Datasets (WBCD) were used to evaluate the 

suggested method. Out of a total of 569 samples, 273 samples were chosen 

for this experiment as the test data, while the other samples were utilized 

for training and validation. The review's findings showed that the 

Convolutional Neural Network (CNN) is the most effective and widely 

used model for finding breast cancer, and that the most often used 

technique for judging performance is accuracy metrics. The application of 

deep learning to such a wide range of real-world issues is astounding. 
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I. INTRODUCTION 

 

Breast cancer, which has overtaken all other types of 

cancer as the leading cause of mortality in women, is 

one of them [1]. According to the fatality rate, breast 

cancer is the fourth most prevalent cancer worldwide. 

Many variables that serve many purposes and cause 

breast cancer are to blame. Diet, genetics, hormones, 
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obesity, cell proliferation from aberrant cells, and even 

radiation therapy are some of these variables. Previous 

research has shown that when breast cancer is 

discovered at an advanced stage, about half of the 

patients pass away [2]. As a result of the rapidly 

expanding population and the exponential daily 

growth of medical photos, the existing methods for BC 

categorization are no longer adequate to handle the 

rising demand for medical images [3]. In order to 

analyses and find the irregularities within the medical 

image, pathologists regularly visually inspect and 

explore the complete pathological image. Furthermore, 

determining if a medical picture is carcinogenic or not 

using clinical diagnostic [4] procedures take a 

considerable amount of time. This procedure is 

incredibly time-consuming and tiresome. Additionally, 

each medical practitioner has a different subjective 

mood for assessing weariness, and the human eye is less 

good at detecting small changes in the tissue.  

This might lead to various medical professionals to 

various diagnostic findings on the same medical 

imaging. Medical picture diagnosis is heavily reliant on 

the human aspect, which is not error-free. Due to the 

doctor's small error, the patient can experience serious 

consequences.  Studies indicate that if women can 

identify breast cancer early and undergo therapy at an 

early stage, the situation may improve [5]. They must 

accomplish this by accurately forecasting how the 

illness would develop from a mild condition to breast 

cancer. Making precise forecasts early on is made easier 

by machine learning technologies. A key role in the 

categorization of breast cancer is played by machine 

learning, a branch of artificial intelligence.  

A number of research employ machine learning 

methods including linear discriminant analysis (LDA), 

support vector machines (SVM), and artificial neural 

networks (ANN) [6] to classify data, construct models, 

or improve the performance of existing models. 

Convolutional neural networks (CNNs) [7] have 

gained popularity in recent years for a variety of 

machine learning applications involving pictures and 

videos, including image classification, face recognition, 

object identification, and image segmentation [8]. As a 

result, the authors of this research have suggested a 

convolutional neural network (CNN) [9] model for the 

categorization of breast cancer. By identifying the 

tumors and categorizing it as benign or malignant [10], 

Wisconsin Breast Cancer Datasets (WBCD) breast 

cancer datasets advanced to the next level of quality. 

 

II. BACKGROUND 

 

Due to the recent increase in mortality, the 

categorization of breast cancer has become a crucial 

problem [11]. Several state-of-the-art studies that 

assisted in carrying out our suggested method of 

diagnosing and categorizing the disease using 

mammogram images have been conducted in this field, 

and they are discussed in this section. the previous 

research on machine learning-based breast cancer 

diagnosis [12]. For the purpose of identifying and 

categorizing breast cancer from mammography 

pictures, a deep learning-focused method [13] has been 

put forth. In this method, the feature extraction was 

carried out using the k-means clustering algorithm [14] 

to speed up robust features, and the mammogram was 

classified into three classes—normal, benign, and 

malignant—with 95%, 94%, and 98% accuracy using 

the multiclass support vector machine classifier. 

Utilizing machine learning techniques such as the 

Support Vector Machines (SVM), Random Forest (RF), 

Convolutional Neural Network (CNN) method for 

breast image classification, and conventional Neural 

Network (NN) [15]. By employing lesion annotations 

just during the first training phase and omitting them 

during the latter phases, a deep learning algorithm [16] 

has been devised that can more reliably detect breast 

cancer from mammography images. Numerous studies 

have been published and are based on various methods 

that could enable early cancer investigation and 

prediction, including SVM, Decision Tress [18], 

Artificial Neural Network [19] [20], Minimum 

Distance Classifier [21], Fuzzy Classifier [22], Fuzzy 

Rough Neural Network [23][24], Particle Swarm 
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Optimization [25][26], microRNA and biomarkers [27], 

and Deep Learning approaches. A survey on the use of 

deep learning in medical image processing was given 

by Litejens et al. in 2017 [28]. Modern classification 

algorithms like CNN, Principal Component Analysis 

(PCA), and K Nearest Neighborhood algorithms are 

used to diagnose breast cancer using various datasets of 

mammogram images [29]. In order to differentiate 

breast cancer, Meet et al. created a neural network 

based on the ICA-RBFNN [30], and they were 

successful in achieving an overall accuracy of 90.49% 

[31]. 

CNN [32] is used to diagnose breast cancer. There are 

two alternative training scenarios: one uses pre-trained 

weights, and the other uses a random procedure that is 

evaluated on two separate datasets. Investigational 

findings show that pre-trained networks accomplish 

their tasks more effectively. With NB classifier, M. 

Amare et al.'s [33] diagnosis of breast cancer had an 

overall accuracy of 97.5%; with K-NN classifier, they 

reached 96.1%. RBMs are generative deep learning-

based techniques that train networks and learn 

features greedily, layer by layer, using blocks [34]. The 

same feature selection technique (PCA) was used to 

obtain 96.4% accuracy using KNN in different research 

by Yang & Xu et al. [35]. 

Histopathological pictures were employed to identify 

breast cancer in another study [36]. Images of the 

histopathology reveal observations made during the 

biopsy. Local and hidden patterns can be seen in these 

pictures. Unsupervised approaches like as 

Convolutional Neural Networks (CNN), Long-Short-

Term Memory (LSTM) [37], and a combination of the 

CNN and LSTM models are used to find hidden 

patterns. The photos were then classified using SVM. 

To distinguish benign tumors from malignant breast 

cancer, M. Abdar et al. suggested an ensemble 

technique using vote/voting classifier. For two or three 

various machine learning algorithms, it created a two-

layer voting classifier [38]. The outcomes of different 

voting methods showed that the straightforward 

classification algorithm performed adequately [39]. 

III. AIM 

 

Breast cancer is one of the most prevalent malignancies 

that has been identified globally, including in India. 

Despite the high mortality rate, 97% of women with 

early diagnosis may expect to live for more than 5 years. 

Statistics show that the number of deaths brought on 

by this sickness has significantly increased in recent 

years. The objective of this study is to find general 

trends that might guide us in selecting the best model 

and its parameters, as well as to ascertain which 

qualities are most helpful [40] in predicting whether a 

tumour is benign or malignant. The goal is to 

determine if a breast cancer is aggressive or benign. We 

are used machine learning classification methods to fit 

a function that can forecast the discrete class of new 

data in order to do this. To determine if a breast cancer 

is aggressive or benign, the goal is to do a breast cancer 

screening. 

 

IV. PREREQUISITE 

 

This section outlines which area employs or adheres to 

whatever piece of technology, making it crucial when 

beginning a project. Before defining the hardware and 

software requirements, the development team should 

be aware of all the features and applications of the 

project. 

 

4.1. UCI Machine Learning Repository 

In this project, we will use data mining and machine 

learning techniques to examine the data to discover 

breast cancer. Breast cancer (BC) is a disease that often 

affects women everywhere. Early diagnosis of BC can 

dramatically improve prognosis and survival chances 

by motivating patients to pursue therapeutic therapy. 

Using the UCI Machine Learning Repository, we'll 

analyses the breast cancer dataset. The UCI Machine 

Learning Repository shown in figure 1 [41] offers free 

access to a database of machine learning problems. It is 

hosted and maintained by the Centre for Machine 

Learning and Intelligent Systems at the University of 
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California, Irvine. David Aha created it first as a PhD 

candidate at UC Irvine. For more than 25 years, it has 

been the go-to source for machine learning 

practitioners and researchers that want a dataset.  

There is a homepage for each dataset that contains all 

the information that is currently accessible about it, 

including any relevant research publications. The 

actual datasets are accessible as ASCII files for 

download, typically in the useful CSV format. Dr. 

William H. Wolberg, a physician at the University of 

Wisconsin Hospital in Madison, Wisconsin, created 

the dataset that was utilized in this work, and it is 

freely available online. In order to create the dataset, 

Dr. Wolberg used fluid samples taken from patients 

with solid breast masses and Xcyt, an intuitive 

graphical computer application that can examine 

cytological traits based on a digital scan. 

 
Figure 1 The Wisconsin Breast Cancer Diagnostic 

(WBCD) Dataset 

 

4.2. Dataset 

The investigation was conducted using the Wisconsin 

Breast Cancer Diagnostic (WBCD) dataset [42].  The 

dataset's simplified size is 56932 and was downloaded 

from the well-known machine learning repository 

UCI-Repository. The number 569 denotes the dataset's 

sample count, while the  

 
Figure 2: Total number of malignant and benign data 

 

number 32 denotes the number of features displayed in 

figure 2. The atomic properties of fine needle 

aspirations (FNAs) taken from patients' breasts and 

presented make up the example dataset [43]. A small 

needle is placed into a body fluid or tissue that seems 

aberrant to get a sample for diagnosis or sickness 

prediction, such as cancer. Figure 2 displays the total 

quantity of malignant and benign data in the WBCD 

dataset. The dataset has no missing characteristics, and 

the distribution of classes is 357 benign and 212 

malignant. 

 

4.2.1. Attribute Information 

1) ID number  

2) Diagnosis (M = malignant, B = benign)  

3-32)  

Ten real-valued features are computed for each cell 

nucleus:  

a) radius (mean of distances from centre to points on 

the perimeter)  

b) texture (standard deviation of gray-scale values)  

c) perimeter  

d) area  

e) smoothness (local variation in radius lengths)  

f) compactness (perimeter^2 / area - 1.0)  

g) concavity (severity of concave portions of the 

contour)  

h) concave points (number of concave portions of the 

contour)  

i) symmetry  

j) fractal dimension ("coastline approximation" - 1) 
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4.3. Data Mining and Machine Learning 

The term "data mining" is deceptive since the goal is 

not the actual extraction (mining) [44] of data but 

rather the extraction of patterns and information from 

enormous amounts of data. It's also a buzzword that's 

frequently used to describe any type of extensive data 

or information processing (collection, extraction, 

warehousing, analysis, and statistics), as well as any 

application of computerized decision support systems 

like artificial intelligence and business intelligence [45] 

(such as machine learning). The research used the 

following machine learning algorithms. 

4.3.1. Decision Tree Algorithms  

Decision tree algorithms are among the most effective 

machine learning classification techniques. They are 

methods of supervised learning that use gathered and 

edited data to improve consequences.  Furthermore, a 

variety of studies, including those in the fields of 

medicine and health issues, frequently use decision 

tree algorithms for categorization. There are several 

different types of decision tree algorithms, including 

ID3 and C4.5 [46]. Nevertheless, J48 is the most 

popular decision tree algorithm. J48 is an improved 

implementation of C4.5 and an extension of ID3. 

4.3.2. Random Forest 

An incredibly common supervised machine learning 

technique used for Classification and Regression issues 

in machine learning is called the Random Forest 

technique [47]. A random forest is a meta estimator 

that employs averaging to increase predicted accuracy 

and reduce overfitting after fitting several decision tree 

classifiers to diverse dataset subsamples. With the use 

of bootstrap aggregation and random feature selection, 

the predictions from the forests are averaged. It has 

been shown that RF models are reliable predictors of 

outcomes for both small sample numbers and high 

dimensional data. 

4.3.3. K-nearest-Neighbors (KNN) Algorithm 

It is an easy method for pattern recognition supervised 

learning. It is one of the most popular neighborhood 

classifiers because of how simple it is to use and how 

good it is in the field of machine learning. The KNN 

approach looks in the pattern space for the k training 

tuples that resemble the unidentified tuples the most 

[48]. Then, based on similarity measurements, it 

categorizes fresh instances and saves all previous cases.  

Performance determines the right number of 

neighbors (k), which changes from data sample to data 

sample. 

4.3.4. Support Vector Machine (SVM) 

It is a statistical learning theory-based supervised 

learning method for classifying both linear and 

nonlinear data. SVM [35] separates data into two 

classes over a hyper plane while preventing over-

fitting data by increasing the margin of hyper plane 

splitting. 

4.3.5. Naïve Bayes (NB)  

It is a probabilistic classifier that use Bayes' theorem to 

apply to one of the most efficient classification 

techniques. The value of the feature is expected to be 

independent of the values of any other characteristics 

given the class variable. based on the highest 

probability. It decides if the supplied tuple belongs to a 

particular class. 

4.3.6. Logistic Regression 

In statistics, the logistic model, often referred to as the 

genuine model, is used to calculate the probability that 

a certain class or event, such as pass/fail, win/lose, 

alive/dead, or healthy/ill, would take place. This might 

be developed to replicate a number of event classes, 

like determining whether a cat, dog, lion, etc. is 

present in a photo. The probability assigned to each 

identified object in the picture would range from 0 to 

1, with the sum equaling 1 [49]. Logistic regression was 

first used in the biological sciences around the turn of 

the 20th century. Then, it was used for a variety of 

social scientific purposes. Logistic regression is used 

when the dependent variable (target) is categorical. 

 

V. PROPOSED SYSTEM 

 

The second most frequent cancer in both men and 

women globally is breast cancer. Breast cells start to 

proliferate uncontrollably with the onset of breast 
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cancer. These cells typically develop into tumors, 

which are frequently palpable lumps or visible on x-

rays. If the tumor's cells have the ability to metastasis 

to other parts of the body or to neighboring tissues, the 

tumor is considered malignant (cancer). A feed-

forward neural network called a convolutional 

network analyses visual pictures by processing data in 

a grid-like architecture. It is sometimes referred to as a 

ConvNet. In order to handle data with a grid pattern, 

such as photographs, CNN is a form of deep learning 

model shown in figure 3. CNN is inspired by the 

structure of animal visual cortex and was created to 

automatically and adaptively learn spatial hierarchies 

of characteristics, from low- to high-level patterns [50]. 

Convolution, pooling, and fully linked layers are the 

three types of layers (or "building blocks") that make 

up a standard CNN. Convolution and pooling layers in 

order one and two do feature extraction, whereas a 

fully connected layer in order three translates the 

retrieved features into the output, such as classification. 

 
Figure 3. The Suggested CNN Architecture for 

Classifying Breast Cancer 

 

The dataset was sent to CNN as input for the breast 

cancer classification application. We trained the deep 

convolutional kernels in the proposed CNN 

architecture after feeding them the input. We do 

employ LeakyRELU [51] nonlinearity for the 

convolutional layers in this study, and this is what it is: 

 

                  p, 𝑖𝑓 p > 0  

𝑓(p) =       𝑎p, else 

 

The convolutional layer can usually be stated as: 

 
In this section the ith input map is represented by Pi, 

while the jth output map is represented by Qi. The 

terms * signify the convolutional operation between 

the two functions, bij displays the convolutional kernel 

used between the i and j maps, and bj represents the 

bias parameter of the jth map. The max-pooling layer 

was added following the convolutional layer. Each 

neuron [52] in this layer pools over a s * s non-

overlapping region in the input map Pi to form the 

output map Qi. The max-pooling layer is often defined 

as: 

 
Max-pooling and convolutional layers are fully linked, 

and these layers are connected to the Softmax classifier 

after that. The number of output classes in the Softmax 

[53] classifier is the same as the number of outputs. The 

k-dimensional input vector (dataset) is re-normalized, 

and the Softmax function functions as a function of 

squashing to give results in the real value range [1,2,3]. 

 

Here,  

We have two classes in the suggested architecture, first 

a benign class and second a malignant class. The 

suggested CNN classifier was trained using the 

following weighted loss function. 

 
Specifically, Pn is the input vector, Qn is the 

classification output for the nth clinical input data, and 

tn is the actual clinical sample response. N is the total 

number of clinical samples, and K is the number of 

classes. 

 

VI. RESULT AND ANALYSIS  

 

Figure 4 illustrates the difference between the 

validation folder's 250 photographs for each category 

and the training folder's 1000 images for each category. 

[WIDTH, HEIGHT, CHANNELS] is the form of a 

matrix of pixel values. [32x32x3] is our input. Typically, 

while detecting low-level features, we start with a 

small number of filters. We employ additional filters to 
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find high-level characteristics as we delve further into 

the CNN. In order to create a feature map, feature 

detection is dependent on "scanning" the input using a 

filter of a specific size and executing matrix 

calculations. When pooling-size= (2, 2), the pooling 

layer will downscale along the spatial dimensions 

(width, height), producing an output like [16x16x12]. 

 
Figure 4. The Benign and Malignant Sample 

Our input is a training dataset made up of N images 

[54][55], each of which has been assigned to one of two 

classes. The classifier is then trained using this training 

set to discover the characteristics of each class. Finally, 

we assess the classifier's performance by asking it to 

forecast labels for a fresh batch of photos that it has 

never seen before. Then, we will contrast the actual 

labels on these pictures with those that the classifier 

predicted. The photos were loaded into the appropriate 

directories. 

def Dataset_loader(DIR, RESIZE, LeakyRELUX=10): 
    IMG = [] 
    read = lambda imname: 
np.asarray(Image.open(imname).convert("RGB")) 
    for IMAGE_NAME in tqdm(os.listdir(DIR)): 
        PATH = os.path.join(DIR,IMAGE_NAME) 
        _, ftype = os.path.splitext(PATH) 
        if ftype == ".png": 
            img = read(PATH) 
            img = cv2.resize(img, (RESIZE,RESIZE)) 
            IMG.append(np.array(img)) 
    return IMG 
benign_train = 
np.array(Dataset_loader('data/train/benign',224)) 
malign_train = 
np.array(Dataset_loader('data/train/malignant',224)) 
benign_test = 
np.array(Dataset_loader('data/validation/benign',224)) 

malign_test = 

np.array(Dataset_loader('data/validation/malignant',2

24)) 

After that, the data set is divided into two train and test 

sets, each having 80% and 20% of the images being 

benign and malignant, respectively. 

x_train, x_val, y_train, y_val = train_test_split( 
    X_train, Y_train,  
    test_size=0.2,  
    random_state=11 
) 
w=60 
h=40 
fig=plt.figure(figsize=(15, 15)) 
columns = 4 
rows = 3 
 
for i in range(1, columns*rows +1): 
    ax = fig.add_subplot(rows, columns, i) 
    if np.argmax(Y_train[i]) == 0: 
        ax.title.set_text('Benign') 
    else: 
        ax.title.set_text('Malignant') 
    plt.imshow(x_train[i], interpolation='nearest') 
plt.show() 
In this section, the (M) stands for dangerous malignant 

cells, whereas the (B) stands for benign, or healthy, 

cells. Now, a connection between the various 

attributes is apparent. How much one column in this 

heat map influences every other column (for example, 

radius means have a 32% influence on texture mean). 

Training and testing. Following that, the datasets were 

split into independent (P) and dependent (Q) datasets. 

Where P = df.iloc[:, 2:31]values, Q = df.iloc[:, 1].values. 

They have a type of array. While the dependent data 

set (Q) provides the malignancy diagnosis for the 

patient, the independent dataset (P) contains the 

qualities that are utilized to forecast the outcome.  

We right now split the dataset in half, using 20% for 

testing and 80% for training. On the training set, we 

employ a variety of machine learning [56] models, such 

as K-Nearest Neighbor, decision trees, logistic 

regression, Naive Bayes Classifier, Random Forest 

Classifier, and radial basis function neural networks 
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(RBFNN) [57]. depending on the characteristics 

provided by the data and the training, whether a tumor 

is malignant (M) (hazardous) or benign (B) (not 

harmful). Breast cancer was obtained using the 

Wisconsin Breast Cancer Datasets (WBCD). The 

programme will evaluate the datasets based on a 

number of factors.   

 

6.1. Attributes 

• diagnosis: The diagnosis of breast tissues 

(M=malignant,B=benign)  

• mean_radius: mean of distances from center to 

points on the peremeter 

• mean_texture: standard deviation of gray-scale  

• mean_perimenter: mean size of the core tumor 

• mean_area mean_smoothness: mean of local 

variation in radius length. 

  

6.2. Performance Assessment 

A classification analysis is used to assess the precision 

of predictions provided by a classification algorithm. 

Table 1 displays the performance of the suggested 

architecture for classifying breast cancer using the 

Wisconsin Breast Cancer Datasets (WBCD). The 

metrics listed below are used to assess the CNN.   

 
True Positive Rate (TPR), True Negative Rate (TNR), 

False Positive Rate (FPR), and Precision were used to 

measure the effectiveness of the CNN breast cancer 

classifier [58]. Clinical samples that the constructed 

classifier accurately identified as benign are referred to 

as True Positives (TP). True Negative (TN) clinical 

samples are those in which the proposed classifier 

accurately identified the malignant clinical data. False-

negative and false-positive cases occur when the 

recommended design incorrectly assigns the data to 

the benign class or the malignant class, respectively. It 

displays the classification mistake made. A competent 

classifier is able to accurately diagnose each sample. 

Nevertheless, due to the uncertainty of the classifier, a 

model cannot be employed in clinics if it properly 

predicts real negative samples but is unable to locate 

the true positive ones. The constructed classifier must 

thus have very high accuracy. We also provide 

precision-recall curves and receiver operating 

characteristic (ROC) curves to assess the effectiveness 

of the breast cancer categorization offered by 

Wisconsin Breast Cancer Datasets (WBCD) [59]. 

Following the use of numerous classification models, 

we used a variety of models to achieve the accuracy 

shown in figure 6. 

 

Table 1. Performance Assessment of proposed CNN 

and Comparison with previously studies (Wisconsin 

Breast Cancer Datasets (WBCD)) 

Method Accuracy (%) 

PSOWNN 93.67 

Decision Trees 95.70 

K-Nearest Neighbour 97.40 

Logistic Regression 95.74 

CNN 98.86 

Naïve Bayes Classifier 96.10 

RBFN 90.49 

After building our classification model, it is evident 

that the CNN Classification algorithm delivers the best 

results for the data we have. However, it doesn't 

applicable to all datasets.   

 
Figure 6 The Accuracies with Different Models 
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6.3. Receiver Operating Characteristics (ROC) Curves 

Recognising the effectiveness of the created classifier 

requires the use of Receiver Operating Characteristics 

(ROC) curves [60]. It employs a graphical plot to show 

how a suggested Convolutional Neural Network (CNN) 

can discriminate between samples of benign breast 

cancer and samples of malignant breast cancer.  Using 

this technique, we were able to choose the best 

Convolutional Neural Network (CNN) model for 

categorising breast cancer. The ROC curves also show 

how well a powerful neural network-based model can 

differentiate across classes. Since there is no 

misclassification in any class and the entire area under 

the ROC curve is 1, these models have flawless 

classification. The Convolutional Neural Network 

(CNN) performs better with greater Area Under Curve 

(AUC) [61] values. This further suggests that the 

amount of training samples affects how well the 

suggested model performs; as the number of training 

examples rises, so does the classifier's performance on 

the test. The classifier's performance degrades as the 

number of training samples grows smaller. 

 

from sklearn.metrics import roc_auc_score, auc 

from sklearn.metrics import roc_curve 

roc_log = roc_auc_score(np.argmax(Y_test, axis=1), 

np.argmax(Y_pred_tta, axis=1)) 

false_positive_rate, true_positive_rate, threshold = 

roc_curve(np.argmax(Y_test, axis=1), 

np.argmax(Y_pred_tta, axis=1)) 

area_under_curve = auc(false_positive_rate, 

true_positive_rate) 

plt.plot([0, 1], [0, 1], 'r--') 

plt.plot(false_positive_rate, true_positive_rate, 

label='AUC = {:.3f}'.format(area_under_curve)) 

plt.xlabel('False positive rate') 

plt.ylabel('True positive rate') 

plt.title('ROC curve') 

plt.legend(loc='best') 

plt.show() 

#plt.savefig(ROC_PLOT_FILE, bbox_inches='tight') 

plt.close() 

Area Under the Curve, or AUC, is 0.5 on the random 

line at 45 degrees shown in figure 5. The AUC and 

model quality increase when the curve deviates more 

from this line. The curve creates a right-angled triangle 

at an AUC of 1, which is the maximum a model may 

achieve. The ROC curve [62] can aid in model 

debugging. For instance, it suggests that the model is 

misclassifying at Y=0 if the bottom left corner of the 

curve is closer to the random line. In contrast, if it is 

random, it suggests that the mistakes are happening at 

Y=1. 

 
Figure 5. The Receiver Operating Characteristics 

(ROC) Curves 

 

Out of the 569 samples utilized in this experiment, 273 

samples were chosen as the test data while the other 

samples were used for training and validation. There 

are 273 samples total, 175 of which are malignant, and 

98 of which are benign. The confusion matrices for the 

test data utilizing the Wisconsin Breast Cancer 

Datasets (WBCD) are shown in figure 6. The suggested 

classifier successfully differentiated between all of the 

benign and cancerous samples. Figure 7 illustrates the 

results of this model, which had an overall accuracy of 

98.86%, precision of 98.78%, recall of 99.26% [63], and 

F-measure [64] value of likewise 99.07% and Roc-Auc 

of 0.694. 
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Figure 7 The overall accuracy, precision, recall, F-

measure, and Roc-Auc Value 

 

VII. CONCLUSION 

 

The automated diagnosis of breast cancer is a problem 

that this work attempts to address using a machine 

learning system. In the current investigation, multiple 

machine learning techniques for spotting breast cancer 

were examined. The various research was carried out 

using the breast cancer dataset. With the help of the 

Wisconsin Breast Cancer Datasets (WBCD), we 

learned how to create graphs and results for the same 

breast cancer tumors predictor in this Python project.  

Convolutional, max-pooling, and fully linked layers 

were used in the pre-training phase, and this pre-

training phase was.  A classification layer is next used 

to separate the benign from the malignant samples. 

Accuracy has been demonstrated to increase with a 

solid dataset. The use of appropriate algorithms with a 

robust home dataset will lead to the development of 

prediction systems. These methods can aid in choosing 

the most appropriate course of treatment when a 

patient is diagnosed with breast cancer. There are 

several medicines available depending on the stage of 

a patient's breast cancer; data mining and machine 

learning may be of great assistance in choosing the 

course of therapy to be pursued by extracting 

knowledge from such applicable databases. The 

obtained findings for this investigation show how well 

the classifier performs in comparison to other cutting-

edge approaches. This model produced an overall 

accuracy of 98.86%, with a precision 98.78%, recall 

99.26%, and the F-measure value also 99.07% and Roc-

Auc 0.694. Automating breast cancer detection to 

enhance patient care is a challenging task.  Lastly, the 

proposed model seems to be perfectly suitable for 

controlling parameter settings for machine learning 

algorithms and automated breast cancer diagnosis. 

 

VIII. WORK IN THE FUTURE 

 

Breast cancer is one of the major factors that lead to 

death in women. Breast cancer is the most significant 

issue that women face. Data from the International 

Agency for Research on Cancer (IARC) in December 

2022 show that breast cancer has surpassed lung cancer 

as the most common cancer in women diagnosed 

globally. Future studies can concentrate on developing 

the chosen approach into a potentially practical 

method for providing doctors with a rapid second 

opinion when diagnosing breast cancer. In the future, 

we would like to increase the dataset and assess the 

efficiency and scalability of the algorithm.. 
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