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 Analysis of Variance (ANOVA) is a statistical technique used to compare 

means from various samples. Generally, a balanced design is used in 

ANOVA, but in some conditions, an unbalanced design can happen when 

the sample size is different in each treatment. This design will have the 

calculation of the F-test is different from usual for fixed, random, and 

mixed models. In this research, a simulation study will be carried out to 

see the differences in the results of the F-test decision in a three-way 

ANOVA with an unbalanced design based on a fixed, random, and mixed 

model. Simulation data is generated based on several scenarios, small 

sample size and large sample size, e~Normal (0,1) and e~Gamma (2,3), and 

applied to 8 models, that combine fixed effects and random effects in a 3-

factor design. The simulation shows that sample size, error distribution, 

and the used model can affect F-test decisions. Designs with large sample 

sizes and e~Normal (0,1) produce more significant F-test decisions than 

small sample sizes and e~Gamma (2,3), and model 1 or the fixed model has 

more significant F-test decisions than other models in each scenario. 
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I. INTRODUCTION 

 

Analysis of Variance (ANOVA) is a statistical 

technique used to compare means from various 

samples [1]. The model in ANOVA is assumed to be 

approximated by a linear combination of the 

components effect corresponding to each experimental 

factor, which consists of a fixed model, a random 

model, and a mixed model. According to [2], a fixed 

model if all levels are fixed, a random model if all levels 

are chosen randomly, and a mixed model if several 

factors are chosen as fixed and chosen randomly. 

ANOVA involves determining the sum of squares of 

each component in the model, degrees of freedom, and 

determining the appropriate F-test. The existence of a 

fixed model, random model, and mixed model 

indicates that there are differences in the ANOVA 

results, which are differences in F-test decisions. The 
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F-test ratio is formed by dividing the corresponding 

expected mean squared, the greater the F-test ratio, the 

greater the probability of rejecting the null hypothesis 

[3]. Besides using the F-test ratio, in identifying the 

significance of hypothesis testing of the main factors 

and interactions effect, one can also use p-value [4]. 

According to [5], the hypothesis test results will be 

significant when the p-value is smaller than alpha or 

when the F-value is greater than the critical value. The 

lower the p-value, the smaller the chance that the null 

hypothesis is true [6]. 

 

R.A. Fisher developed factorial ANOVA for use on data 

sets with the same number of observations from each 

factor, called a balanced design [7]. However, in some 

situations, an unbalanced design can occur when the 

number of observations for each factor is different, or 

the number of sample sizes for each treatment is 

different. The unbalanced design can affect 

determining the F-test ratio because it has a more 

complex calculation considering the amount of data in 

each cell. 

 

In addition to the model and the number of 

observations, the distribution of the data distribution 

also influences the F-test results. According to [8], one 

of the assumptions of ANOVA is that the data is 

normally distributed. When this assumption is 

violated, it will result in an F-test decision with more 

type I errors. In this research, a simulation will be 

carried out to determine the differences in the results 

of the F-test decisions in a three-way ANOVA with an 

unbalanced design, which will be compiled using three 

scenarios: the model scenario, the number of sample 

size, and the error distribution scenario. 

 

II.  METHODS AND MATERIAL 

 

A simulation study was used in this research using an 

unbalanced three-factor ANOVA design. Each factor 

has three levels with different sample sizes. Simulation 

data is generated using RStudio with predetermined 

scenarios. These scenarios are the model scenario, the 

number of sample sizes, and the error distribution. In 

the error distribution scenario, using e~Normal (0,1) 

and e~Gamma (2,3). 

 

Model Restrictions 

If a three-way design is used with fixed model 

assumptions, then 𝛼𝑖, 𝛽𝑗,  𝛾𝑘,  (𝛼𝛽)𝑖𝑗 , (𝛼𝛾)𝑖𝑘, (𝛽𝛾)𝑗𝑘 , 

and (𝛼𝛽𝛾)𝑖𝑗𝑘  are constant with the following 

restrictions [9]: 

∑ 𝛼𝑖
𝑎
𝑖=1 = ∑ 𝛽𝑗

𝑏
𝑗=1 = ∑ 𝛾𝑘

𝑐
𝑘=1 = 0,  

∑ (𝛼𝛽)𝑖𝑗
𝑎
𝑖=1 = ∑ (𝛼𝛽)𝑖𝑗

𝑏
𝑗=1 = ∑ (𝛼𝛾)𝑖𝑘

𝑎
𝑖=1 =

∑ (𝛼𝛾)𝑖𝑘
𝑐
𝑘=1  

= ∑(𝛽𝛾)𝑗𝑘

𝑏

𝑗=1

= ∑(𝛽𝛾)𝑗𝑘

𝑐

𝑘=1

= 0, 

∑(𝛼𝛽𝛾)𝑖𝑗𝑘

𝑎

𝑖=1

= ∑(𝛼𝛽𝛾)𝑖𝑗𝑘

𝑏

𝑗=1

= ∑(𝛼𝛽𝛾)𝑖𝑗𝑘

𝑐

𝑘=1

= 0 

In the random model, 𝛼𝑖 , 𝛽𝑗 ,  𝛾𝑘 ,  (𝛼𝛽)𝑖𝑗 , (𝛼𝛾)𝑖𝑘 , 

(𝛽𝛾)𝑗𝑘, and (𝛼𝛽𝛾)𝑖𝑗𝑘 will have a normal distribution 

with an expected value of 0 and each variance, 𝜎𝛼
2, 𝜎𝛽

2, 

𝜎𝛾
2, 𝜎𝛼𝛽

2 , 𝜎𝛼𝛾
2 , 𝜎𝛽𝛾

2 , and 𝜎𝛼𝛽𝛾
2 . In mixed models, which 

are a combination of fixed and random models, 

assumptions are adjusted to the influence of each factor. 

According to [3], the interaction between fixed and 

random factors will be considered random factors. 

 

The model used in this research consists of 8 models, 

which combine of all 3-factor design models, which 

can be seen more clearly in Table 1. 

Table 1. Description of the model used 

Model Factor A Factor B Factor C 

Model 1 fixed fixed fixed 

Model 2 random random random 

Model 3 fixed random random 

Model 4 random fixed fixed 

Model 5 random fixed random 

Model 6 fixed random fixed 

Model 7 random random fixed 

Model 8 fixed fixed random 
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Sample Size 

In the sample size scenario, use a small sample size and 

a large sample size. Research conducted by [10] used 

two sample sizes in each cell experiment that is, n=30 

for large samples and n=10 for small sample sizes. [11] 

in his research using two designs with n=5 for small 

samples and n=50 for large samples. A study from [12] 

used a different sample size for each cell in the 

experiment, n=3 until n=6. According to [13], only 

some studies can be conducted well with samples less 

than 100. Based on these studies, simulation data with 

a small sample size were used N=120 with different 

data counts on each cell experiments using n=3 until 

n=10. In a large sample size, used N=1200 with 

different counts of data on each cell experiments with 

n=30 until n=100. The sample size in each cell can be 

seen in Table 2.  

Table 2. Sample size of each cell 

 Number of sample size (𝑛) 

Small 

sample 

size 

𝑛111 = 6 ; 𝑛112 = 6 ; 𝑛113 = 10 ; 𝑛121 =

4 ; 𝑛122 = 6 ; 𝑛123 = 8 ; 𝑛131 = 3 ; 𝑛132 =

4; 𝑛133 = 6; 𝑛211 = 4; 𝑛212 = 5; 𝑛213 =

7; 𝑛221 = 4; 𝑛222 = 5; 𝑛223 = 8; 𝑛231 =

3; 𝑛232 = 4; 𝑛233 = 6; 𝑛311 = 0; 𝑛312 =

0; 𝑛313 = 5; 𝑛321 = 0; 𝑛322 = 3; 𝑛323 =

5; 𝑛331 = 0; 𝑛332 = 3; 𝑛333 = 5 

Large 

sample 

size 

𝑛111 = 60 ; 𝑛112 = 60 ; 𝑛113 = 100 ; 

𝑛121 = 40 ; 𝑛122 = 60 ; 𝑛123 = 80 ; 

𝑛131 = 30 ; 𝑛132 = 40 ; 𝑛133 = 60 ; 

𝑛211 = 40 ; 𝑛212 = 50 ; 𝑛213 = 70 ; 

𝑛221 = 40 ; 𝑛222 = 50 ; 𝑛223 = 80 ; 

𝑛231 = 30 ; 𝑛232 = 40 ; 𝑛233 = 60 ; 

𝑛311 = 0 ; 𝑛312 = 0 ; 𝑛313 = 50 ; 𝑛321 =

0 ; 𝑛322 = 30 ; 𝑛323 = 50 ; 𝑛331 = 0 ; 

𝑛332 = 30; 𝑛333 = 50 

 

Simulation Procedure 

1. Determine the number of levels on factors A, B, 

and C, with three levels each. 

2. Determine the number of sample sizes for each 

cell, as seen in Table 2.  

3. Generating data using RStudio with e~Normal 

(0, 1) and e~Gamma (2, 3) based on: 

a. Model 1: uses fixed model restrictions 

b. Model 2: generate α~N(0, 1), β~N(0, 1), γ~N(0, 1) 

c. Model 3: generate β~N(0, 1), γ~N(0, 1), with α is 

fixed 

d. Model 4: generate α~N(0, 1), with β and γ is fixed 

e. Model 5: generate α~N(0, 1), γ~N(0, 1), with β is 

fixed 

f. Model 6: generate β~N(0, 1), with α and γ is fixed 

g. Model 7: generate α~N(0, 1), β~N(0, 1), with γ is 

fixed 

h. Model 8: generate γ~N(0, 1), with α and β is fixed 

4. Calculating 𝑌𝑖𝑗𝑘𝑙  based on simulation data 

obtained using a three-factor design linear 

model [14]: 

𝑌𝑖𝑗𝑘𝑙 = 𝜇 + 𝛼𝑖 + 𝛽𝑗 + 𝛾𝑘 + (𝛼𝛽)𝑖𝑗 + (𝛼𝛾)𝑖𝑘 + (𝛽𝛾)𝑗𝑘

+ (𝛼𝛽𝛾)𝑖𝑗𝑘 + 𝜀𝑖𝑗𝑘𝑙 

5. Analyze the simulated data using ANOVA 

6. Each simulation scenario will be combined so 

that there are 32 models. There are 100 

replications in every simulation, so that will get 

100 decisions on the result of the F-test and 

visualize the results based on each factor. 

Different simulation scenarios are used to see the 

differences in F-test decision results by looking at the 

p-value in each scenario with several different designs. 

P-value < 0,05 means rejecting the null hypothesis, 

indicating that the factor is significant. 

 

III. RESULTS AND DISCUSSION 

 

Several factors and interactions are tested in the three-

way ANOVA: factor A, factor B, factor C, interaction 

AB, interaction AC, interaction BC, and interaction 

ABC. Each factor will see the F-test decision by looking 

at the p-value in each scenario. Based on the 

simulation, from 100 replications, the number of 

rejecting the null hypothesis would be seen based on 

p-value < 0,05. The accumulation results of the F-test 

in each scenario are presented based on the factors 
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tested and calculated based on the number of 

significant F-test. 

 

Regarding the effect of factor A, the differences in the 

F-test decision for each scenario can be seen in Figure 

1.  

 
Figure 1: Comparison of F-test decision result based 

on the effect of factor A 

 

Based on Figure 1, it can be seen that in model 1, model 

2, model 3, model 4, model 5, model 6, model 7, and 

model 8, scenarios with large sample size and 

e~Normal (0, 1) has the most number of significant or 

reject the null hypothesis. In scenarios with small 

sample sizes and e~Normal (0, 1) and scenario with 

large sample size and e~Gamma (2, 3) has almost the 

same number of significant or reject the null 

hypothesis, whereas in the scenario with small sample 

size and e~Gamma (2, 3) has the fewest number of 

significant. 

 

In model 1 or fixed model, it can be seen that all of the 

simulations have significant F-test decisions in each 

scenario. Model 4, model 6, and model 8 have more 

significant F-test decisions than model 2, model 3, 

model 5, and model 7 in the scenario with large sample 

size and e~Normal (0, 1), small sample size and 

e~Normal (0, 1), and large sample size and e~Gamma 

(2, 3). In the scenario with small sample size and 

e~Gamma (2, 3), model 4 has more significant F-test 

decisions than model 2, model 3, model 5, model 6, 

model 7, and model 8. 

 

Regarding the effect of factor B, the differences in the 

F-test decision for each scenario can be seen in Figure 

2. 

 
Figure 2: Comparison of F-test decision result based 

on the effect of factor B 

 

Based on Figure 2, it can be seen that in model 1, model 

2, model 3, model 4, model 5, model 6, model 7, and 

model 8, scenario with large sample size and e~Normal 

(0, 1) has the most number of significant or reject the 

null hypothesis, while scenario with the small sample 

size and e~Gamma (2, 3) has the fewest number of 

significant or reject the null hypothesis. In model 1, 

model 2, model 3, model 4, model 5, model 7, and 

model 8, the scenario with a small sample size and 

e~Normal (0, 1) and the scenario with large sample size 

and e~Gamma (2, 3)  has almost the same number of 

significant, whereas, in model 6, the scenario with 

large sample size and e~Gamma (2, 3) has the number 

of significant same as the scenario with large sample 

size and e~Normal(0, 1). 

 

In model 1 or fixed model, it can be seen all of the 

simulations have significant F-test decisions in each 

scenario. Model 4, model 6, and model 8 have more 

significant F-test decisions than model 2, model 3, 

model 5, and model 7 in the scenario with a large 

sample size and e~Normal (0, 1), scenario with a small 

0

20

40

60

80

100

N
u

m
b

er
 o

f 
si

g
n

if
ic

an
t

n small e~Normal (0, 1) n small e~Gamma (2, 3)

n large e~Normal (0, 1) n large e~Gamma (2, 3)

0

20

40

60

80

100

N
u

m
b

er
 o

f 
si

g
n

if
ic

an
t

n small e~Normal (0, 1) n small e~Gamma (2, 3)

n large e~Normal (0, 1) n large e~Gamma (2, 3)



International Journal of Scientific Research in Science, Engineering and Technology | www.ijsrset.com | Vol 10 | Issue 5 

Amalia Nailul Husna et al  Int J Sci Res Sci Eng Technol, September-October-2023, 10 (5) : 270-278 

 

 

 

 
274 

sample size and e~Normal (0, 1), and scenario with 

large sample size and e~Gamma (2, 3). In the scenario 

with a small sample size and e~Gamma (2, 3), model 4 

has more significant F-test decisions than model 2, 

model 3, model 5, model 6, model 7, and model 8. 

 

Regarding the effect of factor C, the differences in the 

F-test decision for each scenario can be seen in Figure 

3. 

 
Figure 3: Comparison of F-test decision result based 

on the effect of factor C 

 

Based on Figure 3, it can be seen that in model 1, model 

2, model 3, model 4, model 5, model 6, model 7, and 

model 8, scenarios with large sample size and 

e~Normal (0, 1) has the most number of significant or 

reject the null hypothesis, while in the scenario with 

small sample size and e~Gamma (2, 3) has the fewest 

number of significant or reject the null hypothesis. In 

model 1, model 2, model 3, model 4, model 5, model 6, 

and model 7, scenarios with small sample sizes and 

e~Normal (0, 1) and scenarios with large sample size 

and e~Gamma (2, 3)  have almost the same number of 

reject the null hypothesis, whereas, in model 8, the 

scenario with large sample size and e~Gamma (2, 3) has 

the number of reject the null hypothesis that is almost 

the same as the scenario with large sample size and 

e~Normal (0, 1). 

 

In model 1 or fixed model, it can be seen that all of the 

simulations have significant F-test decisions in each 

scenario. Model 4, model 6, and model 8 have more 

significant F-test decisions than model 2, model 3, 

model 5, and model 7 in the scenario with a large 

sample size and e~Normal (0, 1), scenario with a small 

sample size and e~Normal (0, 1), and scenario with a 

large sample size and e~Gamma (2, 3). In the scenario 

with a small sample size and e~Gamma (2, 3), model 4 

has more significant F-test decisions than model 2, 

model 3, model 5, model 6, model 7, and model 8. 

 

Regarding the effect of AB interaction, the differences 

in the F-test decision for each scenario can be seen in 

Figure 4. 

 
Figure 4: Comparison of F-test decision result based 

on the interaction effect of AB 

 

Based on Figure 4, it can be seen that in model 1, model 

2, model 3, model 4, model 5, model 6, model 7, and 

model 8, scenarios with large sample size and 

e~Normal (0, 1) has the most number of significant or 

reject the null hypothesis, while in the small sample 

size scenario and e~Gamma (2, 3) has the fewest 

number of significant or reject the null hypothesis. In 

model 2, model 3, and model 7, scenarios with small 

sample size and e~Normal (0, 1) and scenarios with 

large sample size scenarios and e~Gamma (2, 3) have 

almost the same number of significant. In model 1 and 

model 4, the scenario with a large sample size and 

e~Normal (0, 1), the scenario with a small sample size 

and e~Normal (0, 1), and the scenario with a large 

sample size scenarios and e~Gamma (2, 3) have almost 
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the same number of significant. In model 5 and model 

8, the scenario with a small sample size and e~Normal 

(0, 1) has more significance than the scenario with a 

large sample size and e~Gamma (2, 3). In contrast, in 

model 6, the scenario with a large sample size and 

e~Gamma (2, 3) has the number of significant that is 

almost the same as the scenario with a large sample size 

and e~Normal(0, 1). 

 

In model 1, model 4, model 6, and model 8, there are 

more significant F-test decisions than model 2, model 

3, model 5, and model 7 in the scenario with large 

sample size and e~Normal (0, 1), scenario with small 

sample size and e~Normal (0, 1), and scenario with 

large sample size and e~Gamma (2, 3). In the scenario 

with a small sample size and e~Gamma (2, 3), model 1 

and model 4 have more significant F-test decisions 

than model 2, model 3, model 5, model 6, model 7, and 

model 8. 

 

Regarding the effect of AC interaction, the differences 

in the F-test decision for each scenario can be seen in 

Figure 5. 

 
Figure 5: Comparison of F-test decision result based 

on the effect of AC 

Based on Figure 4, it can be seen that in model 1, model 

2, model 3, model 4, model 5, model 6, model 7, and 

model 8, scenarios with large sample size and 

e~Normal (0, 1) has the most number of significant or 

reject the null hypothesis, while in the scenario with 

small sample size and e~Gamma (2, 3) has the fewest 

number of significant or reject the null hypothesis. In 

model 3 and model 5, scenarios with small sample sizes 

and e~Normal (0, 1) and scenarios with large sample 

sizes and e~Gamma (2, 3) have almost the same 

number of significant or reject the null hypothesis. In 

model 1, model 4, and model 6, the scenario with a 

large sample size and e~Normal (0, 1), the scenario 

with small sample size and e~Normal (0, 1), and the 

scenario with a large sample size and e~Gamma (2, 3) 

have almost the same number of significant. In 

contrast, in model 2, model 7, and model 8, the 

scenario with a small sample size and e~Normal (0, 1) 

has more significance than the scenario with a large 

sample size and e~Gamma (2, 3). 

 

In model 1 or fixed model, it can be seen that all of the 

simulations have significant F-test decisions in each 

scenario. Model 4, model 6, and model 8 have more 

significant F-test decisions than model 2, model 3, 

model 5, and model 7 in the scenario with a large 

sample size and e~Normal (0, 1), scenario with a small 

sample size and e~Normal (0, 1), and scenario with 

large sample size and e~Gamma (2, 3). In the scenario 

with a small sample size and e~Gamma (2, 3), model 4 

has more significant F-test decisions than model 2, 

model 3, model 5, model 6, model 7, and model 8. 

Regarding the effect of BC interaction, the differences 

in the F-test decision for each scenario can be seen in 

Figure 6. 

 
Figure 6: Comparison of F-test decision result based 

on the interaction effect of BC 
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Based on Figure 6, it can be seen that in model 1, model 

2, model 3, model 4, model 5, model 6, model 7, and 

model 8, scenarios with large sample size and 

e~Normal (0, 1) has the most number of significant or 

reject the null hypothesis, while in the scenario with 

small sample size and e~Gamma (2, 3) has the fewest 

number of significant or reject the null hypothesis. In 

model 1 and model 4, the scenario with a large sample 

size and e~Normal (0, 1), the scenario with a small 

sample size and e~Normal (0, 1), and the scenario with 

a large sample size and e~Gamma (2, 3) have almost the 

same number of significant or reject the null 

hypothesis. In model 2, model 3, and model 7, 

scenarios with small sample sizes and e~Normal (0, 1) 

and scenarios with large sample sizes and e~Gamma (2, 

3) have almost the same number of significance. In 

model 6, a scenario with a large sample size and 

e~Gamma (2, 3) has the number of significant or reject 

the null hypothesis that is almost the same as the 

scenario with large sample size and e~Normal (0, 1), 

while model 5 and model 8, the scenario with small 

sample size and e~Normal (0, 1) have more number of 

significant or reject the null hypothesis than the 

scenario with large sample size and e~Gamma (2, 3). 

 

In model 1 or fixed model, it can be seen that all of the 

simulations have significant F-test decisions in each 

scenario. Model 4, model 6, and model 8 have more 

significant F-test decisions than model 2, model 3, 

model 5, and model 7 in the scenario with a large 

sample size and e~Normal (0, 1), scenario with a small 

sample size and e~Normal (0, 1), and scenario with 

large sample size and e~Gamma (2, 3). In the small 

sample size and e~Gamma (2, 3), model 4 has more 

significant F-test decisions than model 2, model 3, 

model 5, model 6, model 7, and model 8. 

 

Regarding the effect of ABC interaction, the 

differences in the F-test decision for each scenario can 

be seen in Figure 7. 

 
Figure 7: Comparison of F-test decision result based 

on the effect of ABC 

 

Based on Figure 7, it can be seen that in model 1, model 

2, model 3, model 4, model 5, model 6, model 7, and 

model 8, scenarios with large sample size and 

e~Normal (0, 1) has the most number of significant or 

reject the null hypothesis, while in the scenario with 

small sample size and e~Gamma (2, 3) has the fewest 

number of significant or reject the null hypothesis. In 

model 2, model 3, model 5, and model 7, scenarios with 

small sample sizes and e~Normal (0, 1) and scenarios 

with large sample sizes and e~Gamma (2, 3) have 

almost the same number of significance. In model 1 

and model 4, the scenario with a large sample size and 

e~Normal (0, 1), the scenario with a small sample size 

and e~Normal (0, 1), and the scenario with a large 

sample size and e~Gamma (2, 3) have almost the same 

number of significant. In model 8, the scenario with a 

small sample size and e~Normal (0, 1) has more 

significance than the scenario with a large sample size 

and e~Gamma (2, 3). In contrast, in model 6, the 

scenario with a large sample size and e~Gamma (2, 3) 

has the number of significance that is almost the same 

as the scenario with large sample size and e~Normal(0, 

1). 

 

In model 1, model 4, model 6, and model 8, there are 

more significant F-test decisions than in model 2, 

model 3, model 5, and model 7 in the scenario with 

large sample size and e~Normal (0, 1), scenario with 
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small sample size and e~Normal (0, 1), and scenario 

with large sample size and e~Gamma (2, 3). In the 

scenario with a small sample size and e~Gamma (2, 3), 

model 1 and model 4 have more significant F-test 

decisions than model 2, model 3, model 5, model 6, 

model 7, and model 8. 

 

Based on the simulation results on factor A, factor B, 

factor C, interaction AB, interaction AC, interaction 

BC, and interaction ABC, the number of sample sizes 

and the distribution of errors can influence the F-test 

decision. Large sample sizes generally have more 

significant F-tests than small sample sizes. In error 

distribution, e~Normal (0,1) has more significant F-test 

decisions than e~Gamma (2,3). This is related to the 

ANOVA assumption, which requires the assumption of 

normality. 

 

Model 1, or fixed model, has more significant F-test 

decisions than the other models. On average, model 1, 

model 4, model 6, and model 8 have more number of 

significant F-test decisions than model 2, model 3, 

model 5, and model 7. Model 1 and model 4 can 

produce more significant F-test decisions than the 

other models in each scenario. Please note that model 

4, model 6, and model 8 are models consisting of two 

fixed factors and one random factor, while model 1 is a 

fixed model. This follows [15] that the added fixed 

effects can potentially reject the null hypothesis. 

However, being careful when rejecting the null 

hypothesis too often will affect the type I error. 

 

IV. CONCLUSION 

 

In the three-way unbalanced design, the number of 

sample size, error distribution, and model used can 

affect F-test decisions. Large sample sizes have more 

significant F-test decisions than small sample sizes. In 

error distribution, e~Normal (0,1) has more significant 

F-test decisions than e~Gamma (2,3). Adding fixed 

effects to the model could result in significant F-test 

decisions. 
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