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 High performance data analytics is a computing paradigm involving 

optimal placement of data, analytics and other computational resources 

such that superior performance is achieved with lesser resource 

consumption. Resource allocation and scheduling are the two major 

functionalities to be addressed in Hadoop clusters to satisfy the service 

level agreements of users for High performance data analytics applications. 

Though many solutions have been proposed for optimal resource 

allocation and scheduling, those schemes are designed for large Hadoop 

files. Recently with Internet of Things (IoT) convergence with big data, 

there is need to process large volumes of small files whose size is lower 

than block size of Hadoop. This creates huge storage overhead and 

exhausts Hadoop clusters computational resources. This survey analyzes 

the existing works on resource allocation and scheduling in Hadoop 

clusters and their suitability for small files. The aim is to identify the 

problems in existing resource allocation and scheduling approaches while 

handling small files. Based on the problems identified, prospective solution 

architecture is proposed.   
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I. INTRODUCTION 

 

Big data analytics is revolutionizing the business across 

all sectors with its inherent ability to identify hidden 

knowledge from large volumes of data generated by 

enterprises.  It has also contributed immensely to data 

driven machine/deep learning and artificial 

intelligence technologies which are rapidly 

transforming the ways business are conducted.  High 

performance data analytics is the enabler technology 

for big data analytics. It involves optimal data 

placement, analytics, resource allocation such that 
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desired performance is achieved with minimal 

resources. Hadoop is a big data processing platform 

designed in line with requirements of high 

performance data analytics. It is designed specifically 

to process data intensive applications optimally.  

Hadoop collocates data and computing together to 

reduce the data transfer overhead and increase the 

computational speed. The data is processed in form of 

blocks which is typically more than 64 MB. Each data 

block is allocated a map task. The allocation of data 

block to map task is managed by Namenode of Hadoop. 

Over the years many resource allocation and 

scheduling algorithms have been proposed to achieve 

higher performance over Hadoop clusters. These 

algorithms increased the performance gain, reduced 

the overhead in spawning map tasks and reduced the 

storage overhead at Namenode’s.   

With onset of IoT big data convergence, there is a need 

to process large volume of smaller files in Hadoop 

clusters. These smaller files have files size which are 

very marginal (<2KB) compared to block size of 

Hadoop.  Processing of small files brings many 

performance bottlenecks to Hadoop. It increases the 

storage overhead at Namenode’s, increases 

computational overhead due to short lived map 

tasks[1-2] and increases bookkeeping overhead [3]. 

Many solutions have been proposed to solve the small 

file problem (discussed in related works), but their 

applicability to Hadoop clusters has not been tested. 

Also works addressing small file problem to Hadoop 

clusters in the background of high performance data 

analytics are very meager. The resource allocation, 

data placement and scheduling algorithms of high 

performance data analytics has to be further 

improvised to handle small files processing 

requirement of IoT big data convergence. In this 

background, this survey analyzes the exiting resource 

allocation, data placement and scheduling algorithms 

of high performance data analytics in Hadoop platform. 

The aim is to identify the problems in existing works 

in handling small files. Based on the problems 

identified, an prospective solution architecture to 

handle the problems is proposed.          

II. SURVEY 

Lim et al [4] modeled resource allocation of scheduling 

on Hadoop as a optimization problem and proposed a 

constraint programming based resource allocation 

algorithm for Hadoop map reduce jobs. Each job has a 

service level agreement (SLA) in terms of deadline time 

for execution. A batch of jobs is considered for resource 

allocation and they are scheduled in such way to 

minimize the 

SLA miss ratio. The proposed scheduling algorithm 

was data locality aware and it placed jobs proximal to 

data. In case of small files, the number of jobs shoots 

up and the computational complexity for resource 

allocation using constraint programming becomes NP 

hard in this approach. Yao et al [5] improvised the 

Hadoop’s YARN scheduler to address the problems in 

fairness and efficiency while processing inter related 

tasks in Hadoop. The goal of the scheduler was to 

reduce the makespan of the batch of jobs by using the 

information on requested resources, resource 

capacities and dependency between tasks. Though 

authors considered maximizing the CPU and memory 

usage, they did not consider data nature and 

localization of tasks in their scheduling decision. Chen 

et al [6] proposed a Hadoop scheduler based on data 

locality. The Datanode’s storage capability is set based 

on its execution capability. Blocks are given 

importance to be stored in the fastest Data node. By 

this way the performance of the map tasks were 

improved. But the scheme did not consider application 

and data characteristics in data block allocation and 

scheduling of tasks. Hammoud et al [7] proposed a 

locality aware scheduler to improve the map reduce 

tasks performance in Hadoop clusters. In addition to 

scheduling map based on data locality, reduce tasks are 

also scheduled based on data locality in this scheme. 

The early merge of map outputs are delayed and once 

after a sufficient time, the reduce task is scheduled on 

the node which is close to maximum size of map 

outputs. This improves the performance of reduce 
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tasks by minimizing the data shuffling volume. But the 

scheme not does fully exploits the nature of data and 

its semantics in its scheduling decision. Kousiouris et al 

[8] experimented with CPU percentage allocated to 

tasks and their impact on application performance in 

clusters. Authors found that collocating inter related 

tasks on same node improves the performance. Thus 

identifying the inter related based on data 

characteristics and scheduling them on same node 

increases the performance. But the authors did not 

propose any scheme for identifying inter related tasks. 

Xie et al [9] proposed a data placement scheme for 

heterogeneous Hadoop clusters. A new metric called 

computing ratio was proposed to profile the nodes and 

data is placed in proportion to computing ratio. 

Authors also redistributed the data based on node 

utilization. The data placement strategy did not 

consider the data semantics and tasks correlation. Also 

the redistribution scheme proposed in this work has 

higher communication overhead. Wang et al [10] 

exploited both data locality and load balancing to 

increase the throughput in Hadoop clusters. A two 

stage scheduling algorithm was proposed with separate 

queue for each node and a common queue for all nodes. 

Nodes process task from its corresponding local queue 

when it is free, it process task from global queue using 

MaxWeight policy. Task processing did not consider 

data localization. Lim et al [11] improvised the 

constraint programming based resource management 

in Hadoop clusters to achieve higher performance. The 

job execution times were estimated using a 

presheduling error handling technique. But the error 

estimation technique proposed in this work did not 

consider the localization and proximity of data. Yang 

et al [12] proposed two techniques to optimize the 

internal overlap between map and reduce jobs to 

reduce the map reduce execution time in Hadoop 

clusters. Lazy start of reduce tasks and batch finish of 

map tasks are done for better alignment of map and 

reduce tasks. This alignment improved node 

throughput. But the proposed scheduling did not 

consider node localization in allocation of reduce tasks 

to node. Liu et al [13] proposed a Fair Sojourn Protocol 

in YARN scheduler to improve the responsiveness and 

ensure fairness in Hadoop clusters.  It is a size based 

scheduler where job size is predicted and based on job 

size, resources are allocated to it. The efficiency of the 

scheduling depends on the accuracy of the job 

prediction. But prediction is based on moving average. 

But job size prediction did not consider data semantics. 

Bader et al [14] proposed a resource allocation 

algorithm called Tarema. The resource allocation 

algorithm was designed to process scientific workflows 

in Hadoop clusters effectively. The nodes are clustered 

based on profile similarity and task were grouped based 

on semantics. The task groups are allocated to node 

clusters. But the scheme did not consider the data 

semantics while grouping the tasks. Marquez et al [15] 

addressed the problems of data placement and resource 

allocation in heterogeneous Hadoop clusters using 

genetic programming. The data placement was 

optimized based on reduction of data write time using 

genetic algorithm. Resource allocation was optimized 

based on maximum utilization of physical machine. 

But the approach did not consider data semantics and 

task relation for data placement and allocation. Zhang 

et al [16] proposed a data locality aware scheduling for 

heterogeneous Hadoop clusters. The tasks are allocated 

to node based on objective of minimizing the waiting 

time and transmission time for data. A metric based on 

predicted waiting time and transmission time if 

formulated. For batch of jobs, the metric is calculated 

and the jobs are allocated to node with overall goal of 

minimizing the metric value.  Task correlation and 

data correlation was not exploited to maximize the 

performance in this work. But the idea of evaluating 

the tasks for allocation using a metric is novel 

contribution in this work. Jeyaraj et al [17] proposed a 

fine grained data locality aware scheduling algorithm 

for reducing the makespan of map reduce jobs in 

Hadoop clusters. This scheduler attempts to minimize 

the amount of intermediate data in the shuffle phase 

by using multi level per node combiner. This scheme 

reduced the intermediate data by executing group of 
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map jobs belonging to same application together. But 

the scheme did not consider data proximity for 

grouping map jobs. Kao et al [18] proposed a data 

locality aware real time scheduling technique for 

Hadoop clusters. The tasks were categorized to data 

intensive and CPU intensive. Data intensive tasks are 

scheduled to data proximal nodes and CPU intensive 

tasks are scheduled to nodes with minimal load 

interference. Authors did not consider collocating 

interrelated tasks to same node to maximize data 

proximity. Wei et al [19] extended the default first in 

first out (FIFO) scheduler of Hadoop with data locality 

awareness and sharing. Tasks requesting same data are 

grouped as batches and processed in same node, so that 

data to be shared across tasks is maximized. The 

scheduling algorithm was designed only for 

homogenous clusters. The proposed tasks grouping 

mechanism works did not consider the granularity of 

data and semantics of the data for grouping the tasks. 

Thaha et al [20] proposed a data provisioning strategy 

to localize Hadoop clusters proximal to data in high 

performance cloud computing environment. The 

strategy minimizes the data access delay in the 

environment by placing VM’s in Hadoop cluster close 

to the storage node. By this way, the file transfer time 

and hence the MapReduce job completion time is 

reduced. The provisioning scheme does not consider 

collocating inter related data and tasks together to 

achieve maximal performance. Tao et al [21] proposed 

a dynamic Hadoop cluster on cloud infrastructure. The 

clusters were scaled based on load by varying the 

number of virtual machine. The VM were split to two 

categories of data storage and computing node. 

Computing nodes and storage node are placed 

proximal to minimize access delay. The tasks 

requesting same data are placed in computing node and 

data is placed in storage node. But the authors did not 

consider grouping data based on semantics and placing 

them on storage node. Due to this, the make span of 

Map reduce jobs increased in this work.  Li et al [22] 

proposed two different data locality optimization for 

geo distributed clouds. In the first optimization scheme, 

tasks are assigned according to node locality, and access 

data of 

non-node-locality tasks are migrated in advance by 

using the idle network bandwidth. In the second 

optimization scheme, hot files are predicted and 

synchronized among the nodes. The tasks were not 

grouped based on similarity on data access and thus the 

data transfer cost is higher in this approach. Gandomi 

et al [23] proposed a hybrid scheduling algorithm 

combining dynamic priority and localization. The 

algorithm aimed to increase the data locality rate and 

reduce completion time. With dynamic priority and 

proportional share assignment, tasks requesting same 

data are processed in batches. This reduces the 

makespan for related tasks. But the proposed scheme 

did not exploit the data collocation and grouping data 

based on semantics to maximize the performance gain. 

Choi et al [24] proposed a task scheduling algorithm to 

solve the performance problem due to input split 

consisting of multiple data blocks. The algorithm 

operates in two stages. In the first stage, tasks are 

classified to three types based on data proximity. In the 

second stage, classified tasks are assigned to nodes 

based on priority criteria.  Task classification method 

proposed in this paper classifies task only based on data 

location in rack and neglects the data semantics. The 

performance of this method can be still improved by 

data grouping based on semantics. Convolbo et al [25] 

proposed a heuristic scheduling algorithm called 

GeoDis to optimize the makespan for data intensive 

jobs in geo distributed clouds. Authors formulated the 

task placement and data access as a linear programming 

problem and used heuristics linear problem solver to 

find optimal task placement schedule. But the solution 

is not scalable and computing complexity is higher. Xie 

et al [26] proposed a stochastic delay optimal algorithm 

called Pandas to reduce the makespan of data intensive 

tasks. It is task-level algorithm that specifies the 

priority among tasks of any data-processing phase by 

considering data locality. Pandas predict the contents 

for data blocks and create replicas to avoid contention. 

By this way task processing time is reduced at cost of 
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minor storage overhead. The contention blocks are 

predicted only based on access frequency and 

performance can be still improved by using data 

semantic correlation to predict zero day blocks for 

replication. Li et al [27] proposed a performance aware 

scheduler (PAS) to schedule jobs in Hadoop clusters. 

The proposed solution automatically adjusts the 

scheduling policies to improve application 

performance and resource utilization.  Multiple 

concurrent tasks are scheduled using different policies 

based on predicted job completion time. Greedy policy 

based adjustment of policy is done to maximize average 

job performance frequently.  Task grouping did not 

consider data access similarity and data location. If 

these are considered, the makespan of tasks can be still 

reduced.  

III. OPEN ISSUES  

From the survey, following three gaps are identified in 

reducing the makespan of map reduce jobs in Hadoop 

clusters.   

(i) Data placement   

(ii) Data semantics based task grouping  

(iii) Data locality based optimization   

Data placement: Most of resource allocation 

algorithms assumed data were placed optimally and 

exploited data locality to optimize the task scheduling 

process. When the data placement is not optimal, the 

performance gain due to scheduling policies is limited. 

Traditional way of grouping small data by merging to 

files results in non optimal data placement. To solve 

this problem, the data placement process on storage 

node must be improved in the high performance data 

analytics environment. The data placement process 

must consider the access frequency and inherent data 

semantics to decide the proximity of data and number 

of replicas to be placed across storage nodes. The data 

placement process must also be dynamic to task arrival 

rates for streaming tasks in a geo distributed 

environment.  

Data semantics based task grouping: In most of 

scheduling algorithms, the tasks were grouped and 

executed in batches. The grouping considered the 

storage node commonness property and did not 

consider fine grained data semantic correlation. By 

considering data semantics correlation in grouping, the 

intermediate data sharing across the tasks in same 

batch can be increased and the make span can be 

reduced further.   

Data locality based optimization: The data locality 

based optimizations in the existing works replicated 

data based on popularity. They also predicted the data 

to be migrated to reduces the tasks access latency. 

These schemes were based only on history of data 

access. The performance of these schemes can be still 

improved by considering further factors like tasks 

similarity and data semantics correlation.   

 

IV. RESEARCH DIRECTIONS  

Based on the three research gaps identified a 

prospective solution architecture for improving the 

performance of Hadoop clusters in high performance 

data analytics environment is framed. The solution 

architecture is given in Figure 1.   

The solution architecture has three layers. The first 

layer is data placement. In this layer, the incoming 

small files are analyzed for semantic correlation. 

Machine learning based semantic correlation analysis 

is employed to categorize the data. The categorization 

can be flat or hierarchical. Data is collocated in the 

storage based on their categorization at first level. 

Storage nodes are also grouped based on the data 

correlation across them at second level. The task 

considered for processing for batches are grouped 

based on data collocation from level of within storage 

node to across storage node at the second layer. By this 

grouping, the tasks has large amount of sharable 

intermediate data and this reduces the execution time 

of reduce jobs and hence the make span of map reduce 

jobs. The third layer decides the replication of data 

blocks or storage node as altogether based on the 

history of access latency and semantic relation 

between the access tasks and data semantics. The 

adaption to application access characteristics on data is 
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made dynamic to achieve higher performance for 

applications.   

 

Figure 1) Solution framework 
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V. CONCLUSION 

 

A critical analysis of existing resource allocation and 

scheduling algorithms for Hadoop in high performance 

data analytics environment is presented in this work. 

Three research gaps in handling of data were identified 

to reduce the makespan of Hadoop map reduce maps. 

Based on the research gaps, solution framework is 

designed and its components were detailed. The salient 

advantages of the proposed framework were presented.  

The framework can be implemented and tested in high 

performance data analytics environment as part of 

future work. 
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