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scenario, sound research work requires expertise and knowledge of core engineering as 
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for experts of various domains of their interest to discuss their work and shape their 

future directions for smart and sustainable growth of our country.  
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Critical Analysis of Cryptography and Steganography 
Alpa Agath*, Chintan Sidpara, Darshan Upadhyay 
*I.T. Department, V.V.P. Engineering College, Rajkot, Gujarat, India 

ABSTRACT 
 

Digital communication has become an essential part of infrastructure in the present world and it has witnessed a 

noticeable and continuous development in a lot of applications during last few decades. Nowadays, almost all 

applications are Internet-based and it is important that communication be made confidential and secure. 

Cryptography and steganography are the two important and widely used techniques that are used to provide 

information security over the open and insecure networks such as Internet. Cryptography distorts the original 

message itself whereas steganography hides the existence of the message. This paper gives an overview about the 

concepts of cryptography and steganography. Moreover, it presents a fair comparative analysis between various 

selected encryption algorithms on various parameters such as key size, block size, speed of encryption, level of 

security provided by algorithm, and memory usage. It also carries out comparison between traditional 

steganography methods and Hex Symbol Steganography method on basis of basic parameters such as capacity of 

carrier file to hide information, robustness and amount of security provided. The comprehensive analysis shows that 

AES and Hex Symbol Steganography provides more level of security and are robust in nature as compared to other 

competitors, hence providing more confidentiality.  

Keywords: Information Hiding, Cryptography, Steganography, Advanced Encryption Standard (AES), Hex 

Symbol Steganography. 

I. INTRODUCTION 

 

In today‟s era, due to tremendous growth of networking 

technologies an enormous amount of data is being 

exchanged over the Internet as a result of which security 

of information being conveyed over the Internet is 

becoming more significant as sensitive data needs to be 

transferred securely over the internet while maintaining 

its confidentiality, integrity and availability [1]. 

 

To maintain the privacy and security of confidential and 

sensitive information there is a need of approaches 

which enhances the level of information security. 

Information hiding is one of the many available 

approaches which increase the level of information 

security. The most powerful and widely used approaches 

of information hiding used to contravene the threats to 

information security are Cryptography and 

Steganography [1]. Cryptography provides security by 

manipulating the original confidential information so 

that it becomes unintelligible for the intruders.  

Steganography conceals the existence of communication 

by embedding the confidential information in some 

other cover medium (e.g. image, audio, video, etc.).  

Cryptography is used nowadays in almost all 

applications that use Internet as means of 

communication. Real time applications of cryptography 

include ATM machines; password protection of email 

passwords, social account (Facebook, twitter, etc.) 

passwords; E-commerce; Defence forces; intelligent 

agencies. 

 

Steganography is used to overcome the shortcomings of 

cryptography and support the cryptography techniques 

to provide better and more efficient information security. 

Areas where steganography is used include bank and 

commercial organizations, digital watermarking, E-

commerce, military, and the areas where cryptography is 

used. 

 

The remainder of the paper is organized as follows: 

Section II introduces a brief note on cryptography and 

steganography. Classification of cryptography and a de-
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tailed comparative analysis of selected encryption 

algorithms are given in section III. Classification of 

steganography and a comprehensive comparative 

analysis of traditional steganography methods and hex 

symbol steganography are given in section IV. Finally, a 

brief conclusion with future work is given in Section V. 

 

II.  STATE OF ART: CRYPTOGRAPHY AND 

STEGANOGRAPHY 

 

Cryptography and steganography are the two most 

widely and commonly used approaches to secure 

information being transmitted over the Internet either by 

encoding the information or by hiding the information 

[4]. 

A. Cryptography 

Cryptography is the art and science of fabricating 

methods or algorithms that allow transmission of data in 

a secure manner by transforming the readable and 

understand-able data into irrational and unfathomable 

data in such a way that only the intended person is able 

to retrieve the exact original data from the data being 

transmitted [2][3]. 

 
 

Figure 1. Process of Cryptography [2] 

B. Steganography 

Steganography is the art and science of camouflaging 

information into covert channels, hence preventing the 

detection of the camouflaged information from the 

eaves-droppers [5]. 

 

 

 

 

 

Figure 2. Process of Steganography [5] 

 

Steganography is also known as “Disappearing 

Cryptography” [6]. 

III. CLASSIFICATION OF CRYPTOGRAPHIC 

ALGORITHMS 
Encryption algorithms in cryptographic systems can be 

classified into different categories depending on the 

number of keys used to encrypt the plain text as shown 

in Fig. 3. 

 

 

 

 

 

 

 

 

 

Figure 3. Classification of cryptography [11] 

 

A. Comparison of Symmetric Encryption Algorithms 

Comparison of various symmetric encryption algorithms 

on the basis of some selected parameters is shown in 

table 1. 

Table 1. Comparison of Encryption Algorithms [7] 

[9] [10] [11] 
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16 Fast Hig

h 

Ye
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Excell

ent 
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128 128, 
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16 Fast Low Ye

s  
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64, 
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Slo

w 

Low No Good 

  

The above comparison shows that AES provides higher 

level of confidentiality to sensitive information. 

  

Encrypti

on 
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n 

Tex
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Cip

her 
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t 

Decrypti

on 

Encryptio

n Key 
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n Key 

Secret 

Message 
Embedding Algorithm 

Stego Object 

Communicat
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Extracting Algorithm Secret 

Message 

Stego Object 

Cover media 

Cryptography 

Symmetric key cipher  Asymmetric key cipher 

AES 3DES Blowfish Twofish RC5 
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B. Advanced Encryption Standard (AES) 

AES encryption algorithm is a symmetric block cipher 

that uses a secret encryption key and several numbers of 

rounds to encrypt the sensitive information (plain text) 

published by National Institute of Standards and 

Technology (NIST) in 2001. 

1) Encryption Process of AES: 

 AES deals with fixed size block of 128 bits or 

16 bytes in length which is represented in 4x4 

matrixes of bytes known as state array, which is 

modified at each round of encryption and 

decryption. 

 The key provided as input is depicted as a 

square matrix of bytes and is then expanded into 

an array of forty-four 32-bit words, w[i]. Four 

distinct words (32bits * 4 = 128 bits) serve as 

round key in each round of the encryption and 

decryption. 

 Based on the length of secret key used (128, 192, 

256) for the encryption, the number of rounds 

i.e., N (10, 12, 14) in the cipher will differ 

accordingly. The single round of AES 

encryption process is shown in Fig. 4. 

 First N-1 round in the AES cipher structure 

consists of the four basic transformations that 

encrypt the plain text of 128 bits in length of 

which one performs permutation and three 

perform substitution. The transformations are as 

follows:  

o AddRoundKey: It is a simple bitwise XOR 

operation of the current state array with a 

portion of the expanded key.  

o Substitution bytes: It uses an S-box to 

perform a byte-by-byte substitution of the 

state array. 

o ShiftRows: It is a simple permutation.  

o MixColumns: It consists of substitution 

operation that makes use of arithmetic over 

GF (28).  

 The final Nth round contains only three 

transformations, and there is an initial single 

transformation i.e., AddRoundKey before the 

first round, which can be considered as round 0. 

 The cipher begins and ends with an 

AddRoundKey transformation because only the 

AddRoundKey makes use of the key. The other 

three transformations together provide 

confusion, diffusion, and nonlinearity, but no 

security since they don‟t use the key. 

 Each transformation in a round takes one or 

more 4x4 matrices or state array as an input and 

produces a 4x4 matrix as output. The output of 

the final N
th
 round will produce the cipher text. 

 Each transformation is easily reversible. For the 

Substitute Byte, ShiftRows, and MixColumns 

stages, an inverse function is used in the 

decryption algorithm. For the AddRoundKey 

stage, the inverse is achieved by performing 

XOR with the same round key to the block (A 

XOR A XOR B = B).  

 The decryption process in AES will use the 

expanded keys in the reverse order as used in 

the encryption. The decryption algorithm is not 

identical to the encryption algorithm. The order 

of transformations used in each round of 

decryption is different from that used in 

encryption.       

   

 

Figure 4. AES Encryption and Decryption Process [8] 

 

IV.CLASSIFICATION OF STEGANOGRAPHY 
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Steganography can be classified according to type of 

cover medium used to hide the secret message as shown 

in Figure 5. 

 
 

Figure 5. Classification of Steganography [5] [14] 

A. Comparison of Traditional Steganography 

methods and Hex Symbol Steganography 

Comparison between traditional steganography methods 

and hex symbol steganography is shown in table 2 on 

the basis of primary steganography measures. 

 

Table 2. Traditional Steganography methods vs. 

Hex Symbol Steganography [14] 

 

Steganography 

Measures 

Traditional 

Steganography 

Methods  

Hex Symbol 

Steganography 

Imperceptibility Concealed data can 

be recognized in the 

form of disruption in 

sound and video 

files, changes in 

image frames and 

colors. 

The secret data will 

be embedded into 

hex symbols, so it is 

impossible to 

recognize by human 

eyes. 

Capacity Limited capacity to 

embed secret data. 

More capacity to 

embed secret data 

as compared to 

other methods due 

to the nature of hex 

symbols. 

Robustness Less robust in nature. More robust. 

Security Adequate Excellent 

Codes used to 

conceal secret 

data 

Binary codes Hex symbol codes 

 

The above comparison shows that Hex Symbol 

Steganography method is more robust in nature and 

provides higher level of security (confidentiality) than 

traditional methods such as image, audio, video 

steganography. 

 

B. Hex Symbol Steganography (HSS): 

Hex Symbol steganography uses hex symbol carrier files 

to conceal the confidential information instead of digital 

multimedia carrier files such as image, audio, video and 

text files [14]. It uses the hex symbol codes to embed the 

secret information unlike the traditional steganography 

methods Which use binary codes to conceal the secret 

information [14].The stego object obtained after 

embedding the secret message in the hex symbol carrier 

file will be unfathomable (difficult to understand) by the 

intruders who are trying to gain access of the 

confidential information stored in the secret message. 

 

1) Hex Symbol Algorithm:  

 Prior to communication the authorized parties 

i.e., both the sender and receiver will decide 

certain patterns which will act as key to embed 

the secret information in the carrier file. 

 The patterns used to conceal the secret 

information will be created by converting a 

chosen carrier file into hexadecimal symbols, 

segmenting the resulting hexadecimal carrier 

file with size of each segment being a 16x16 

matrix, and then numbering the matrices 

(segments) sequentially [18] as shown in Figure 

6. 

 

 
 

Figure 6. Segmented Hex Symbol Carrier File [14] 

 

 Some of the segments of the hexadecimal carrier 

files are used to conceal the secret information 

on the basis of the pattern chosen by the sender 

and receiver.   

 A codebook is prepared which consists of a 

letter representing the pattern with the sequence 

of segment numbers that are used to embed the 

secret message [14]. The letter representing the 

pattern will act as the stego key in the process of 

steganography. The example of code book is 

shown in Table 3. 

 

Table 3. Example of Shared Secret Codebook 

[14] 

Key 

Symbol 

Selected Random 

Sequence 

Steganography 

Image Audio Video Text Hex Symbol 
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S 524316 

O 643125 

M 365124 

Y 513642 

 Once the codebook is prepared, it is shared 

between the sender and receiver in a secure way 

and then the secret message containing the 

confidential information can be embedded in the 

carrier file. 

 The secret message is first converted into its 

equivalent hexadecimal representation. 

 The resulting hexadecimal values for each 

character are then inverted in order to increase 

the security. For example if letter „n‟ is 

represented as 68 in hexadecimal, then it is 

inverted as 86. Now 86 will represent the letter 

„n‟ in the secret message [14]. 

 The content of the resulting secret message is 

concealed into the hex symbol carrier file 

according to the chosen key symbol and pattern 

from the codebook shared between the sender 

and the receiver. 

 The contents of the matrix segments used for 

embedding the secret message are relocated by 

exchanging the rows with the columns of the 

matrix in order to increase the complexity of the 

embedding process [14]. 

 Once the entire secret message is concealed in 

the hex symbol carrier file according to chosen 

pattern, the resultant stego file is concatenated 

with the key symbol (which represents the 

pattern of segments used in embedding process) 

and sent to the authorized receiver. 

 The hex symbol steganography with its 

embedding process and extracting process is 

shown in Fig. 3.5.1 (ii). 

 The receiver will receive the stego file 

containing the confidential information along 

with the key symbol which indicates the chosen 

pattern used for embedding the secret message. 

 On receiving the key symbol, the receiver will 

now be able to recognize the arrangement of the 

matrix segments by referring to the secret 

codebook. 

 
Figure 7. (a) Embedding of the secret message in 

carrier file by the sender (b) Extracting of the secret 

message from stego file by the receiver [14] 

 

 Once the receiver is able to recognize the pattern, 

steps of the embedding process can be executing 

in the reverse order so as to extract the secret 

message from the stego file. 

 

V. CONCLUSION AND FUTURE WORK 
 

The comprehensive analysis shows that among the 

symmetric encryption algorithms, Advanced Encryption 

Standard (AES) and among the steganography methods, 

Hex Symbol Steganography is more efficient and boosts 

the level of confidentiality when compared with their 

respective competitor. 

 

Future contribution will focus on proposition of an 

approach which consists of merging cryptography and 

steganography into a single security system and hence 

enhancing the level of information security by providing 

high level of confidentiality while maintaining the 

privacy and secrecy of information stored and 

transmitted through insecure communication channels. 
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ABSTRACT 
 

A user authentication scheme that uses any form of social knowledge, utilizes users‟ trust relationships, monitors 

users‟ social contexts, or records users‟ friend associations for granting or denying access to any resource is 

considered a social authentication scheme. “The direct or indirect utilization of social knowledge or trust 

relationships in human-computer authentication systems deployed in online or offline contexts.” In this study we 

analyze the security of social media in basic prospective of type of authentication, possible threats and terms to 

protect authentication from that threat. 

Keywords: Social Media, Security, Session Hijacking, Cookie 

 

I. INTRODUCTION 

 

Social media security is the process of analysing 

dynamic social media data in order to protect against 

security and business threats.Influencing factor in use of 

social media 

(I) Ease of use, (II) Globally acceptable and (III) Used 

for faster, easier, better communication. 

 

Type of data shared on social media can be of Profile 

data, 

Pictorial data and Activity data. The main reason for the 

security risk can be of multiple degree depending on the 

type of data and priority for the person holding the same. 

The main reasons for this are (I) Third party application 

access, (II) Poor implementation and (III) Lack 

awareness 

 

A user authentication scheme on social media, utilizes 

users‟ trust relationships, monitors users‟ social contexts, 

or records users‟ friend associations for granting or 

denying access to any resource is considered a social 

authentication scheme. “The direct or indirect utilization 

of social knowledge or trust relationships in human-

computer authentication systems deployed in online or 

offline contexts.” 

 

In this study we analyse the security of social media in 

basic prospective of type of authentication, possible 

threats and terms to protect authentication from that 

threat. 

 

The rest of this paper proceeds as follows. In Section 2, 

we present our secure cookie scheme in detail. In 

Section 4, we discuss the implementation of our secure 

cookie scheme and its performance. In Section 5, we 

review and examine existing cookie schemes. We give 

concluding remarks in Section 6. 

 

II.  METHODS AND MATERIAL 
 

Many collaborative websites and social media networks 

utilize session cookies as a cheaper alternative to the 

wide utilization of the secure HTTPS protocol. The 

unprotected nature of cookies can compromise the 

collaborative environment. Evidently, the availability of 

social networks and collaboration websites where access 

to the website is extended to long durations has made 

this issue even more pressing. Although using a secure 

protocol (e.g. HTTPS) to connect to the web provides 

higher levels of security, it is not always applied by 

many web servers and is replaced by cookie protection. 

The nature of cookiesThe issue of session hijacking or 

„side jacking‟ due to sniffing out of Internet cookies is 

one of the important Internet security concerns. Session 



International Journal of Scientific Research in Science, Engineering and Technology (ijsrset.com) 

 

 
8 

hijacking results from unlawful control over cookies 

during an ongoing internet session in an unprotected 

network where plaintext traffic is unencrypted. Cookies 

are vulnerable to attacks, which makes their current 

deployment questionable and warrants a search for more 

reliable and secure techniques. Several researchers have 

tried to solve the vulnerability of cookies. For example, 

the use of an external proxy where authentication and 

sensitive information management is carried out 

completely at the proxy or some other external device. 

However, this solution‟s implementation can pose 

difficulties as it might not be optimal in all situations. 

Specifically, if a user does not have access to the proxy 

for any reason or in case the external device is not 

available at the time when the service is desired (e.g. cell 

phone battery dead, no coverage…etc.), he will not be 

able to use the service. 

 

A. Social Authentication: A Definition 

As we focus on reviewing the user authentication 

schemes that leverage information extracted from users‟ 

social contexts or intermediate humans in their identity 

verification processes, all human-computer 

authentication techniques that rely on eliciting unique 

characteristics from individuals‟ social interactions with 

others are considered social authentication schemes. 

 

B. Social Authentication Techniques: 

A Review Previously developed socially aware 

authentication systems have either leveraged social 

knowledge to authenticate users 

 

 
 

Figure 1. Taxonomy of social authentication schemes 

in the literature [1] 
 

1) Knowledge-Based Techniques: Knowledge-based 

social authentication mechanisms rely on the design of 

the security questions that ask the user about his/her 

social context, such as social relationships, 

conversations, or shared knowledge. These mechanisms 

may require the user either to recognize or recall some 

information about people he/she knows. For challenge 

questions to be effective, their answers should be easily 

memorized, difficult to guess, and unreachable by 

unauthorized users.  Techniques that can be built on top 

of Facebook‟s photo-based two factor social 

authentication system few research attempts have 

focused on investigating other types of social knowledge 

that can be uniquely used for authenticating people. This 

paucity could be linked to the difficulty in analysing 

individuals‟ social contexts, identifying the private 

social information that users can easily remember, and 

measuring the accuracy and uniqueness of social data. 

Since currently used knowledge-based social 

authentication schemes, which were developed as 

variants of some existing two-factor authentication 

systems (e.g. Facebook‟s Login Approval and Google 2-

step authentication techniques) 

  

As a sum of all techniques we can accumulate the list of 

all as (I) Photos Questionaries' (Node, Edge, Pseudo 

edge), (II) Vouch ID Choose trustees Trusted Contact 

tracking gestures and motions using wearable sensors 

Video Notarization Process and (III) User‟s digital 

certificate, Biometrics, PINs, sensor data, and e-mails.[1] 

 

A novel protocol for protecting transmitted cookies 

using two dimensional one-way hash chains. In the first 

dimension, there is a hash chain that computes secret 

values used in the second dimension hash function. The 

optimal lengths of the chains are derived when the 

number of transactions in the session is known by 

adopting the position-indexed hashing protocol, energy 

consumption is reduced significantly especially with 

longer sessions making our protocol ideal for battery 

operated devices. Once the authentication credentials are 

used, they are recycled and never used again. 

 

C. One-way Hash Cookie (OHC) Protection 

Since we are using the one-way hash cookie protection 

Scheme as the backbone for our solution, it is worth 

illuminating its main aspects and how its hashing 

operation is carried out to protect cookies. In the OHC 

scheme, a one-way hash chain of length N is used to 

protect a stream of N transactions of a web session. 

During the initial HTTPS login step, the server and the 

client exchange a shared secret value S0, and a value N 
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which refers to the chain length or number of 

transactions expected to be handled during a session. 

The OHC protects the jth transaction by computing an 

authentication token VJ=HN-j+1(S0), where the 

notation Hm(x) implies applying the hash function m 

times, for example, H2(x) = H (H(x)). For instance, if 

N=100, then 

The authentication tokens for the 1st, 2nd, and 3rd 

transactions are V1=H100 (S0), V2=H99 (S0), V3=H98 

(S0), respectively. 

 

 
Figure 2. One-way hash chain [2] 

 

Figure 2 illustrates how the one-way hash chains are 

configured. The straight arrow going from the left to the 

right corresponds to the length of the chain. In this 

specific figure, the length is 5 transactions. The small 

arrows going from the right to the left represent the 

points where authentication tokens are generated and 

checked. At each point in the hash chain, the server and 

client must be able to derive the same value of the 

authentication token. [2] 

 

This solution achieves its goal by utilizing two one-way 

hash chains; one is responsible for updating the secret 

key and the other for creating the authentication tokens 

attached to the cookies using the secrets produced by the 

first chain. Use of SHA-1 for hash function to produce 

authentication tokens. Energy consumption is largely 

influenced by the cryptographic hash function used in 

the authentication scheme. 

 

Table 1. Methodology with proposed one 

Method Description 

HMAC ( m ; 

k ) Keyed-Hash 

Message 

Authentication 

Code  

message m using key k 

Sk Server Key 

(m)k Encryption of message m 

using key k 

High level 

confidentiality 

Replay attack 

To provide authentication, 

integrity, and anti-replay. 

HMAC (user 

name, 

expiration time, 

data, session 

ID, sk) 

The cookie becomes session 

specific 

For example, in javex.net.ssl 

package, the function getID () 

SSL session IDs are easier to 

obtain than SSL session keys. 

 

The state-of-the-art secure cookie schemes was 

described by Fu et al. in their seminal paper [5]. In this 

section, we first examine this scheme, which we refer as 

Fu‟s cookie scheme. We show that this scheme has three 

major limitations, and we give a solution to each of them. 

Finally, we present our secure cookie scheme as shown 

in table 1. 

 

III. RESULTS AND DISCUSSION 

 

We prove that our cookie scheme is secure. First, our 

cookie scheme achieves authentication. A cookie created 

using our scheme can be used as an authentication token 

because no one can forge a cookie without knowing the 

server key sk, which is only known to the server. Note 

that HMAC is a one-way collision resistant hash 

function. 

 

 
         Figure 3.  Server side performance comparison [2] 

 

Second, our cookie scheme achieves high-level 

confidentiality. No one can obtain the key k for 

decrypting data without knowing the server key sk. 

 

Third, our cookie scheme is secure against replaying 

attacks. Each SSL session ID is uniquely generated by a 

server; thus, the stolen cookie in one SSL session is 

invalid in another SSL session as the session IDs are 

different.  

 

Fourth, for the user who receives a cookie from a server, 

from the hash HMAC (username, expiration time, data, 

session ID, k), they cannot infer any information about 

the data and the server key k because HMAC is a one-

way collision resistant hash function. In other words, the 

user will not be able to choose a user name and even 

data that will allow them to infer the server key k. Note 
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that SSL session ID is sent in clear and scheme is secure 

against volume attacks because the data encryption key 

is used only in one SSL session. 

 

IV.CONCLUSION 

 

Cookies are the essential part for social media site to be 

more user friendly and user personalized. But the 

security of information residing in it is the questionable 

thing which should be analyse with appropriate solutions 

available. The time complexity and overhead are two 

concerns in which  more evolution scope is exist which  

can be used as future work of research and analysis. 
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ABSTRACT 
 

Sign Language (SL) is a communication tool for deaf & dumb people. It is a subset of gestures made with fingers, 

hands, and face etc. Each gesture in SL has a particular meaning & that is assigned to it. Deaf person directly not 

communicate with the normal person because normal person never try to learn the sign language. To solve this 

problem, there exists a need of system that can recognize gesture. Different country has different sign languages. 

For India, this is called as “Indian Sign Language (ISL)”. Only little research work has been carried out in this area 

for ISL. Several methods have been used to recognize of ISL alphabets and numerals. Many of them method is used 

to recognize static gesture. Only few works have been reported for dynamic gesture recognition of ISL. The mainly 

four steps are involved to recognize the sign: gesture acquisition, tracking and segmentation, feature extraction and 

gesture recognition. This paper presents a survey on various sign recognition approaches for ISL. 

Keywords: Indian Sign Language, Gesture acquisition, Hand Gesture Recognition, Segmentation, Feature 

Extraction 

I. INTRODUCTION 

 

Sign language is the only and cheapest approach of 

communication for the people who is suffering from 

disability like hearing and speaking. According to the 

survey taken by government of India, it is reported that 

in year 2011 census data over 2.68 crore of people in 

India suffer from some form of the disability. Out of this 

18.9% people have speech and 7.5% people have 

hearing disability [1]. Sign language is composed of 

visual gestures and signs where every sign has a specific 

meaning allotted to it. There are 143 existing different 

sign languages all over the world, mainly American Sign 

Language, British Sign Language, French Sign 

Language, Japanese Sign Language, and Indian Sign 

Language [2]. The gestures are mainly divided into two 

types: Static gestures and Dynamic Gestures. Static 

gestures include only poses and configurations whereas 

dynamic gestures include strokes, pre-strokes, postures 

and phases. The dynamic gestures include movement of 

body parts. It may also include emotions depending on 

the meaning that gesture conveys [6]. 

 

ISL alphabets and numeric signs [8] are represented in 

Figure 1 and Figure 2 respectively. 

 
Figure 1. Representation of ISL Alphabets. 

 

 
Figure 2. Representation of ISL numerals. 

 



International Journal of Scientific Research in Science, Engineering and Technology (ijsrset.com) 

 

 
12 

To make communication easy between deaf-dumb and 

normal people, sign recognition system that first 

recognize the gestures and convert it into text or voice. 

Developing such sign recognition system for ISL is 

more challenging than other sign languages due to the 

following reasons: 

 

 In ISL both static & dynamic gestures are used.  

 One hand move faster than other in Dynamic 

hand Gesture.  

 ISL include facial expression.  

 Complex hand shapes.  

A very few work has been carried out to develop a 

system which converts ISL into text and voice because 

of these challenges. In this paper, various method used 

for hand gesture recognition system in ISL. 

 

II.  LITERATURE SURVEY 

 

Surbhi Rathi and Ujwalla Gawande proposed a full 

duplex communication system for deaf & dumb people 

[5].The proposed system for recognizing a dynamic 

hand words gesture of Indian sign language and 

conversion of recognized gesture into text and speech 

and vice versa i.e. dual way communication. Pre-

processing is divided into two steps: Segmentation & 

Filtering. In this system skin color filtering technique 

has used for segmentation. Eigen vectors and Eigen 

values technique has used for feature extraction. For 

classification, Eigen value weighted Euclidean Distance 

based classifier has used. The proposed system used 

minimum Eigen Value distance for recognition of sign. 

In dual way communication system first the recognized 

gesture has converted into text message and voice 

format, so that normal person can understand it. Second, 

voice has converted into text and its corresponding 

gesture, so that physically impaired humans can 

understand it. 

 

Purva C. Badhe and Vaishali Kulkarni proposed a 

system for dynamic recognition of ISL gestures [6]. ISL 

alphabets & numerals convert into text in the proposed 

system. For tracking hand movement they used a 

combinational algorithm which included canny edge 

detection, skin color detection with YCbCr, thresholding, 

etc. For feature extraction they used Fourier descriptors 

method. In this system template matching is used to 

recognize sign. Self-created database is used for 

implementation. The proposed system gives an accuracy 

of 97.5%. MATLAB is used to  creating a Graphical 

User Interface (GUI) for developing this system. 

 

Bhumika Gupta, Pushkar Shukla, Ankush Mittal 

proposed a system for recognize a  static images of the 

signed alphabets in the Indian Sign Language[7].This 

system  first categorize sign into single handed or double 

handed. They used Histograms of Oriented 

gradients(HOG) Descriptor and Scale Invariant Feature 

Transform(SIFT) Descriptor for feature extraction. They 

used feature Fusion using K-Nearest Correlated 

Neighbour Algorithm for classification. The dataset 

constitutes of 520 images for the training segment and 

260 images for testing. Fusion of both kinds of 

descriptors gave an accuracy of 90% without 

categorization into single handed &double handed 

gesture. Fusion of both kinds of descriptors gave an 

accuracy of 97.50% for single handed gestures and 

91.11% for double handed gestures. 

 

Aditya V., Vinod P.R., Usha Gopalkrishnan proposed a 

system based on Artificial Neural Network[8]. They 

proposed system recognition the static gestures in ISL 

alphabets and numerals.ISL fingerspelling translate into 

text in this system. The gestures included English 

alphabets (26 letters) and numerals (0-9). YCbCr model, 

filtering and morphological operations for hand 

segmentation is used in this system. For classification 

they used artificial neural network. 36 signs with 15 

images of each were tested in this system. The system 

was implemented using MATLABR2010a.Low 

Computational capacity in this system. This proposed 

System gives an accuracy of 91.11%. 

 

Shreyashi Narayan Sawant, M.S.Kumbhar proposed a 

system for real time sign recognition using PCA[9]. For 

Segmentation they used Otsu algorithm. 10 each of the 

26signs total 260 images consisting in dataset.At a 

resolution of 380 x 420 pixels the image were captured. 

In this method test and train image Euclidean distance 

was calculated and gestures have a minimum Euclidean 

distance. Gesture was transformed into text and voice 

format. 

 

The proposed system in [10] is used for dynamic hand 

gesture recognition in which a key frame extraction 

technique is used. This algorithm is used for to find out 

the most important frames from the video, based on the 

change in hand shape and position using certain 
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parameters and dynamic threshold. For Pre-processing 

they used YCbCr model. The main parameter to be 

considered are hand shape, hand motion and hand 

orientation for feature extraction. Multiclass Support 

Vector Machine (MSVM) is used for classification. The 

use of key frame extraction algorithm speeds up the 

system by selecting essential frames and eliminating 

extra frames. The proposed system gives accuracy of 

90.46%. 

 

Joyeeta Singha, Karen Das proposed a system using 

Eigen value weighted Euclidean distances as a 

classification technique for recognition sign alphabets of 

ISL[4].They Proposed system for static sign alphabets of 

ISL.For Pre-processing they used Skin filtering & hand 

cropping. Eigen value &Eigen vector is used for feature 

extraction. They used two level of classification. First, 

Classification based on Euclidean Distance. Second, 

Classification based on Eigen value weighted Euclidean 

distances. The proposed system gives accuracy of 97%. 

 

III.     DIFFERENT TECHNIQUES FOR 

RECOGNITION 

Gesture recognition can be divided into two types: 

sensor based and vision based. In sensor based method, 

the gestural data can be extracted using data glove or 

motion sensors [6]. Data glove captured Even minute 

details of the gesture which ultimately enhances the 

system performance. Wearing a hand glove with 

embedded sensors in this method [6]. This method also 

reduces the user comfort and it affects the signer‟s usual 

signing ability. 

Image processing include in vision based method. This 

approach is comfortable to the user because no extra 

device wearing. With the help of camera images is 

captured. For identifying the gesture this method deals 

with the features of image such as color and texture. 

Complexity of the background, variation in illumination, 

and tracking of other skin color objects along with the 

hand objects are the challenges in vision based approach. 

 
Figure 3. (A) Data-Glove based[11] 

 

 

Figure 3. (B) Vision based[11] 

 

IV.   OVERVIEW OF SIGN LANGUAGE 

RECOGNITION SYSTEM 

 
The mainly four steps are involved in a sign language 

recognition system are: gesture acquisition, tracking and 

segmentation, feature extraction and gesture recognition. 

First step of sign recognition system is to acquire 

gestural data. A webcam is used to capture the images. 

Segmentation is required to tracking the hand movement. 

To extract important features feature extraction is used. 

The process of recognition can be divided into the two 

stages - training and testing. In training stage the 

classifier is trained using the training database. The main 

steps in training stage are creation of database, pre-

processing, extraction of features and training of the 

classifier. The main steps involved in the testing phase 

are gesture acquisition, preprocessing, feature extraction 

and classification. Fig.4 shows block diagram of sign 

language recognition system. 

 
Figure 4. Sign Language Recognition System 

 

A. Pre-processing 

Preprocessing step is performed before feature 

extraction to produce the most useful information 

neglecting meaningless information. It consists of image 

enhancement, image filtering, image resizing, and image 

segmentation. To extract the region of interest the 
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images or videos of the test database are also 

preprocessed during testing phase. 

 

In [5] skin color filtering technique is used for 

preprocessing. First the video is converted into 

frames.Then, pre-processing techniques has applied to 

the frames which are divided in to two parts namely 

filtering and segmentation. Mostly, skin color filtering 

technique is applied on input video frames for the 

detection of hand gesture from the background of the 

image. Hence, skin color filtering technique separates 

skin colored region from non-skin colored region. The 

entire frames are converted to HSV color space. Hue, 

Saturation and Value color model is used for skin 

detection and also it is less sensitive to illumination 

changes in comparison of RGB. 

 

Hence, it has shown to be one of the most adapted 

techniques for skin color detection. Then, to get the rid 

of high frequency noise from the input image Gaussian 

low pass filter has applied, which has also used for the  

smoothning of image frames. Segmentation is used to 

find the only hand region from the entire image region. 

After removing noise from the HSV image convert this 

image in to gray scale image first and then binary image. 

So, the result obtained is a binary image with skin region 

is in white and non-skin region is in black color. 

 
Figure 5. Block Diagram of skin color filtering 

 

In[6] Skin color detection with YCbCr and Canny Edge 

detection are used for preprocessing. In this, video is 

first converted into frame. After cropping the frames, 

two subsequent frames are subtracted from each other 

for obtaining the difference image. Calculate the 

threshold & OR with the difference image. They used 

YCbCr for Skin color detection & Canny Edge 

Detection for boundary Detection. Then all are 

combined in one frame. Then after send it to feature 

extraction step. 

 

In [7] , images are converted from a colored to a binary 

format by the employment of RGB thresholding . For 

removal of noise,  the images are extracted for their 

HOG features. These features when fed to a standard 

Support Vector Machine were quite accurately able to 

separate single-handed gestures from the double-handed. 

 

In [8], YCbCr color space is used for preprocessing & 

Hand segmentation. In order to detect the skin color in 

the input image it is first converted to YCbCr color 

space. YCbCr  separates  RGB  into  luminance  and  

chrominance  components  where  Y  is  the  luminance  

component  and  Cb,  Cr  are  the  chrominance 

components.  RGB values can be transformed to YCbCr 

color space using the following equations. 

 

Y = 0.299R + 0.587G + 0.114B,  

Cr = 128 + 0.5R - 0.418G - 0.081B,  

Cb = 128 - 0.168R- 0.331G + 0.5B. 

 

Thus a pixel is classified as belonging to skin if it 

satisfies the following relation:  

75 <Cb< 135 and 130< Cr < 180 and Y > 80. 

 

The  result  of  segmentation  produces  a  binary  image 

with  the  skin  pixels  in  white  color  and  background  

in  black color. The resulting binary image may contain 

noise and segmentation errors.  Filtering  and 

morphological  operations are  performed  on  the  input  

image  to  decrease  noise  and  segmentation errors. 

 

In [9], the Segmentation of hands is carried out to 

separate object. For segmentation Otsu algorithm is used. 

The segmented hand image is represented certain 

features. These features are further used for gesture 

recognition To remove noises from images 

morphological filtering techniques are used. The 

preprocessing operation is done on the stored database. 

 

B. Feature Extraction 

Feature extraction stage is used to extract certain 

features from the hand image which is unique for each 

sign. Feature extraction is a method of reducing data 

dimensionality by removing less discriminative data. 

The selection of appropriate features and feature 

extraction methods is the most significant decision in the 
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design of gesture recognition system.In this step feature 

vector is obtained.In the next step feature vector is given. 

Various feature extraction techniques are Fourier 

descriptors, HOG features, PCA, etc. 

 

In [5], Feature extraction stage is used to taken out 

certain features from the hand image which is unique for 

each sign . If the gesture gets match, then the last frame 

have chosen as a reference frame and the features like 

Eigen vectors and Eigen values have extracted from the 

reference frame. Following are the mathematical steps 

used for calculating Eigen values and Eigen vectors: 

Step 1: Let, the last frame is assumed as „X‟, „X‟ has to 

be change the size using dimension m*m. 

Step 2: Calculate the mean „M‟ of the above vector X as, 

M = E{X} (2) 

Step 3: Calculate the covariance „C‟ as given in eq. (1), 

C = E {(X - M) (X – M) ’} (3) 

Step 4: From the above covariance „C‟ calculate the 

Eigen values and Eigen vectors and arrange the Eigen 

vectors in descending order according to the Eigen 

values. 

Step 5: Take only first 5 principles vectors from total m 

Eigen vectors that reduces the dimension of the matrix 

without much loss of information. 

 

In [8],The  distance  transform  of  the  image  is    used  

for   feature  extraction  and  recognition  tasks.  In  the 

proposed  method,  the  distance  transform  is  

computed  by  using  the  Euclidean  distance.  The 

equations for computing the distance between two pixels 

with coordinates (x, y) and (u, v) are shown below:  

The city-block distance between two points P = (x, y) 

and Q = (u, v) is defined as  

   d (P,Q) = | x - u | +  | y - v |. 

The chessboard distance between P and Q is defined as  

   d ( P, Q ) = max(| x – u | , | y – v |). 

The Euclidean distance between P and Q is defined as 

   d ( P, Q ) = √             . 

 

In [7] Histogram of Oriented Gradients and Scale 

Invariant Feature Transform descriptors are used for 

feature extraction.  

Histograms of Oriented Gradients (HOG) Descriptor:  

A mainly used descriptor for detection of an object in an 

image and even its shape or color which was first given 

by Dalal and Triggs for Pedestrian detection in. First 

dividing the image into smaller units called cells and 

constructing single dimensional histograms for the edge 

orientations of pixels in each cell. In order to attain 

invariance from varying magnitudes of illumination, 

these local histograms are normalized for a group of 

cells which is referred to as a block. These blocks of 

normalized histograms are used as descriptors for an 

image. 

 

Scale Invariant Feature Transform (SIFT) 

Descriptor:  
This set of descriptors defined for an image is invariant 

to varying illumination as well as rotation and scaling. 

To define the SIFT features of an image generally 

constitutes of four stages. SIFT can be used both as a 

feature detector and a descriptor. First, the points of 

interest, referred to as key points, in an image are 

located for a scale-space. These are the locations in this 

scale-space that represent the local maxima or minima 

obtained when a set of Difference of Gaussian (DoG) 

filters are applied all over the image. 

 

Table 1. Feature Extraction Techniques 

Methods Literature availability 

Principle 

Component 

Analysis [9] 

Occluded and overlapped 

gestures can be 

recognized ,Not scale 

invariant 

Fourier 

Descriptors [6] 

Simple, robust, 

computationally efficient 

and immune to rotation or 

Scaling of shape and noise. 

HOG 

descriptors [7] 

Invariant to illumination 

change and orientation ,Not 

scale invariant 

 

C. Classification 

 

The feature vector is used as the input of the classifier 

that recognizes the sign. Classification involves two 

phases:  training phase and testing phase. The feature 

vectors are given to the classifier in training phase. 

Identification of classes is taken in testing phase, test 

image or video is given as an input and the result is 

produced as a text and then in voice. Classifier used are 

Euclidean distance [5], K Nearest Neighbor (KNN) [7], 

Artificial Neural Network [8], Support Vector Machines 

(SVM) [7]etc. The classifier‟s performance is measured 

in terms of rate of recognition. 
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Table 2. Recognition Techniques 

 

Methods Literature 

Availability 

Acc% 

Support 

Vector 

Machine [7] 

Accurate results robust 

to noise, 

Computationally 

expensive  

94.23  

Euclidean 

distance [5] 

Invariant to 

rotation ,Time 

Consuming 

97.50  

Artificial 

Neural 

Network [8] 

Low computational 

complexity, Time 

Consuming  

91.11  

K Nearest 

Neighbor 

(KNN) [7] 

Robust to noisy data ,to 

determine value of 

parameter K 

80.00  

 

V. CONCLUSION 

 
This paper presents a survey on various sign recognition 

approaches for Indian Sign Language. The main aim of 

the sign recognition is remove the communication gap 

between deaf-dumb & normal people. More work have 

been carried out in static sign recognition. Only few 

work has been carried out for dynamic hand 

gesture .This paper present comparison between various 

recognition technique. In future there is possibility to do 

more work in dynamic sign, word ,sentences of ISL. 
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ABSTRACT 
 

Nowadays with the increase use of vehicles traffic management becomes hectic problem. People dont find parking 

space easily and encouraged to do parking in no parking area. Due to vehicle parked on the busy traffic road, other 

vehicles may hit the car and cause the potential accidents which may create a public safety problem. The detection 

of illegally parked vehicles is an important part of any traffic management and video surveillance application. 

Camera Surveillance system becomes cheaper and due to this human activity or behavior detection and tracking also 

becomes more practical. So, many automated systems have been designed for number of detection tasks, but the 

unauthorized or illegally parked vehicle detection is still done by the human operators of such surveillance system. 

From the literature review different methods are identified such as background subtraction, frame differencing 

method, Single Shot Multibox Detector based on Deep learning, Scalable Histogram of oriented Gradient, Mixture 

of Gaussian modeling used to detect and track object from captured video sequence. Background subtraction 

method gives us better and accurate result for moving vehicles detection. Detecting an illegally parked vehicle in no 

parking area becomes more complex task due to illumination changes and sudden weather change condition. The 

goal of this paper is to analyze and review the previous approaches towards detecting illegally parked vehicle in no 

parking area using video sequences. 

Keywords: Vehicle Detection, Real Time, Object tracking, Video Surveillance, Traffic Monitoring, Illegally parked 

vehicle 

 

I. INTRODUCTION 
 

From the study it has been found, vehicle parked on 

busy road or in no parking area creates heavy traffic 

which may cause for accidents or hitting situation. So to 

prevent such situation traffic management system has to 

detect unauthorized or illegally parked vehicle in the no 

parking area. Not only detecting such a vehicle in no 

parking area, further notification system or alarm system 

should be implemented to conduct immediate action by 

the traffic regulation authority. Recently many 

researchers have used different approaches to detect 

illegal parking of vehicle in no parking area. Generally, 

two types of cameras are used for any surveillance 

system: Static camera and moving camera. But in case 

of vehicle detection in no parking area static cameras are 

generally used. So, to detect vehicles from traffic scene 

most researches have used background subtraction 

method. After detecting vehicles in no parking area 

vehicle must be tracked in no parking region. 
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If vehicle is detected static for more than some time 

limit, then alarm or notification should be given to 

traffic regulatory authority. 
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II. OVERVIEW 
 

Generally, detection of illegally parked vehicle process 

is carried out on the basis of four generic steps: 

capturing image from video sequence, preprocessing, 

object detection, object recognition and object tracking. 

Basic flow diagram is shown in figure 1. 

 
Figure 1.  Basic flow Diagram of Object tracking[6] 

 

A. PreProcessing 

In preprocessing stage images captured by static 

cameras are generally of low quality and affected by 

various noise and different lighting conditions. So this 

images should be enhanced using different image 

sharpening and smoothing techniques. Morphological 

operators such as dilation, erosion, opening, closing may 

be applied on the images. As well as, different filters 

may also be applied to remove various types of noise 

from the images. 

 

B. Object Detection 

Object detection is one of the important tasks in many 

video surveillance systems. Frame differencing, optical 

flow, and background subtraction methods are used for 

this task, which is shown in the figure 2. In Table-I 

comparison between these methods are given. 

 

C. Object Tracking 

The next step is to track the object. Object tracking is 

used to identify location or position of moving object in 

consecutive video sequences. By locating a moving 

object in consecutive frames actually we track the 

object. Basically three types of object tracking 

approaches are used: kernel, point and silhouette based 

tracking. As per the literature review kernel based 

method is more used due to high accuracy and less 

computational cost compared to silhouette method. The 

point tracking method has less computational time but it is 

less accurate. The different types of object tracking techniques 

are shown in figure 3. Comparison of different object tracking 

techniques is shown in Table 2. 

 

 

 
Figure 2.  Types of Object Detection Method[6] 

  

 

Table 1. Comparative Study Of Object Detection Technique [6] 

 
Object Basic Principle Computational Accuracy 
Detection     Time  

Method       

Temporal Differ- Pixel-wise  Low High 
encing Subtraction    

 of Current   &   

 Background   

 frame     

Background Sub- Current  frame Low to Moderate Moderate 
traction is subtracted  to High 

 from background   

 frame     

Mixture of Gaus- Based on mul- Moderate to high Moderate 
sian timodal distribu-  to high 

 tion      

Optical Flow Uses optical flow Moderateto high High 
 distribution char-   

 acteristics of pix-   

 els of object   
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Table 2. Comparative Study Of Object Tracking Methods [6] 

 
Object tracking  

Algorithm used 
Computatio 

Accuracy  

method  nal time  

   
 

Point Kalman  Kalman filtering Low to 
Moderate  

Tracking Filter algorithm Moderate  

 
 

 Particle Recursive Bayes Moderate to 
High  

 Filter filtering High  

  
 

 Multiple    
 

 Hypothesis MHT algorithm Low Low  to 
 

 tracking   Moder- 
 

     ate 
 

Kernel Simple Matching region 
Low to  

 

template of interest in Low  

Tracking Moderate  

matching video  
 

   
 

 

Mean shift 
Expression &,location  

 

 object; optimal Low Moderate 
 

 method gradient decline   
 

     
 

 Support Positive &   
 

 vector negative training Moderate Moderate 
 

 Machine values   
 

 Layering Shape   
 

 based representation Moderate Moderate 
 

 tracking using intensity  to High 
 

Silhouette Contour Gradient Descent 
Moderate Moderate  

tracking matching Algorithm  

 
to High  

     
 

 Shape Hough 
High High  

 matching Transform  

   
 

 

Table 3. Comparative Study Of Object Classification Methods [6] 

Object 
Computatio 

 
 

Classification Accuracy  

nal time 
 

Method 

 
 

  
 

Shape Based Low Moderate to High 
 

Motion Based High Moderate 
 

Color based High High 
 

Texture Based High High 
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D. Object Recognition 

 

After detection of object, object must be classified to the 

targeted object, such as vehicle, human or animal as per 

the requirement of the surveillance system which is 

known as object recognition or classification. For the 

object classification various approaches are used based 

on shape, motion, color, and texture. From the literature 

review comparison of these techniques are shown in 

Table 3. 

III. LITERATURE REVIEW 
 

1. In this paper author proposed a Methodology for 

detecting illegally parked vehicle in no parking area 

using projection of 2-D data into 1-D data. In the 

proposed methodology it consists four stages: 

Projection, Segmentation, tracking and 

reconstruction. In the first stage 1-D transformation is 

applied on source video 2-D data. By doing this they 

reduce complexity of segmentation and tracking. In 

second stage, foreground blobs are segmented which 

represents vehicles in 1-D transformed image. In 

third stage, these segmented blobs are tracked in each 

consecutive frames. In the fourth stage finally the 

transformation of illegally parked vehicles from 1-D 

data into 2-D original image data is performed. So, 

result after this stage is a 2-D image of the vehicle 

which is detected illegally parked vehicle which can 

be used for further process.  

Advantages of this methodology is that it reduces 

complexity of segmentation and tracking process 

from o(n2) to o(n). But final result is fully dependent 

on the initial transformation results for static vehicle 

detection. It also results in false positives due to 

illumination change conditions and don’t give 

accurate results in nighttime video frames. 

2. In this paper author proposes a new methodology 

based on deep learning. It uses Single shot multi box 

detector (SSD) algorithm to locate and classify 

Illegally parked vehicles which are captured by 

camera. In this paper author used optimized SSD to 

improve performance of the detection algorithm. 

Here they adjust the aspect ratio of default box by 

adjusting k-means with actual dataset in efficient 

way. After the detection of illegally parked vehicle in 

region of interest tracking is performed. Thus, it is 

advantageous to use Optimized Single Shot Multibox 

Detector (SSD) to detect illegal parking , because it 

gives accurate results in complex weather conditions 

at realtime and can detect variety of vehicles like car, 

motor cycle, truck etc. Another advantage is that this 

methodology does not uses background subtraction 

methodology which is highly sensitive to 

environment changing condition, and results in 

higher accuracy and lower computational time.  

3. In this paper author proposed two stage application 

framework which provides real time, illumination 

variation resistant and occlusion tolerant solution. It 

Segmentation history Images (SHI) is used to detect 

illegally parked vehicle in restricted parking area. 

SHI improves foreground segmentation accuracy for 

detecting stationary vehicles. In the second stage 

tracking of detected vehicles is performed using 

adaptive edge orientation based method. Advantages 

of this methodology are that it handles sudden 

illumination change condition and detects objects 

even when they are occluded. But often it failed to 

detect stationary object due to low light condition of 

the traffic scene. 

4. In this paper author uses dual background model sub-

traction to detect illegally parked vehicle. They used 

adaptive background model which is based on 

statistical information of pixel intensity. This method 

is highly efficient in lighting condition. To remove 

false region geometrical property based analysis is 

used. Scalable Histogram of oriented gradient 

(SHOG) is then applied to detect object is vehicle or 

not. SHOG is trained using Support Vector Machine 

(SVM). Then tracking is applied on the detected 

vehicle and time for which vehicle becomes static is 

counted. If vehicle stops more than some time limit 

than proposed system generates alert.  

5. In this paper author used two background models 

with different learning rates for Gaussian mixture 

model, defined as short- and long-term models. Each 

model extracts foreground pixels and the stability of 

these pixels are then analyzed based on cumulative 

values and temporal positions over a certain pe-riod 

of time. The result shows that the proposed 

methodology is efficient and robust. But background 

subtraction method is easily affected by 

environments, such as illumination changing and the 

weather and reduces efficiency. This methodology 

also fail to detect vehicles which are located close to 

each others.  
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Table 4. Comparative Study Of Papers 
     

 

Ref. 

Methods Used 

 

Advantages 

Disadvantage

s 
 

no.  
 

    
 

   
-Reduces computational -Failed to detect 

 

   

closely parked  

 Background  complexity,  

  

vehicle, nighttime  

[1] Segmentation  -Detection rate is higher  

 

video and  

 of 1-D image  without any false positive  

  

illumination  

   detection  

   
change  

    
 

   detection with  
 

 Single Shot MultiBox  illumination changing 
Not handling  

[2] Detector  

and complex  

 occluded images  

 
(SSD) algorithm  

weather conditions,  

   
 

   robust,  
 

 Dual Background   Fail to handle the 
 

 Subtraction  More robust and faster sudden/slow 
 

[3] Scalable Histogram  Handles Occlusion changing of 
 

 of Oriented  Detection problem illumination 
 

 Gradient (SHOG)   condition 
 

   
reduce false positive Affected by 

 

   

environment,  

   detection  

[4] MOG,EGMM  

illumination  

 handles occlusion  

   

changing  

   detection  

   
conditions  

    
 

    sometimes failed 
 

   
foreground segmentation to detect 

 

 

Foreground  

stationary object  

[5]  adaptive edge orientation  

Segmentation  

due to lighting  

  based tracking technique  

   
condition of  

    
 

    the traffic scene. 
 

 

IV. RESULTS AND DISCUSSIONS 
 

Comparative study of all papers is shown in table -

IV.  

1. The i-LIDS dataset is used to check the efficiency 

and accuracy of the proposed methodology. Results 

of all four daytime sequences in i-LIDS are accurate. 

They able to detect the illegally parked vehicles 

correctly as well as measure the durations of the 

illegal parking events with higher accuracy. The 

other dataset which they have taken in Austin, TX, 

System is able to detect two illegally parked vehicles 

but failed to detect illegally parked vehicle that 

arrive together, they could detect only one of the two 

illegally parked vehicles. For more accurate tracking 

of vehicles in a nighttime video sequence, system 

must be modified to accommodate the effects of 

headlights. One false positive was also detected due 

to the continuous glare of the headlights. 

2. In this paper system is evaluated on their own 

dataset. Experiments were taken in sunny days as 

well as rainy days and achieved a 99 percent 

detection accuracy 

3. In this paper the algorithm has been tested on i-LIDS 

dataset and their own recorded (Sussex Traffic 

Monitoring) dataset. i-LIDS datasets contain three 

progressively more demanding video sequences, 

taken in daylight, and one night time video 

sequence. From test and results shown in paper 

proposed system detects illegally parked vehicles 

more accurately than any other available system. 

The proposed system does not require the algorithm 

to shift from RGB to gray-level pixel values for the 

night time video sequences. 

4. In this paper the proposed algorithm is evaluated 

using i-LIDS database as well as their own dataset. 

Based on exper-iment, proposed system successfully 

detect illegally parked vehicle for all scenarios, with 

zero false alarm. This method may fail to handle the 

sudden/slow changing of illumination condition due 

to transition of the day time. It is hard to design the 

SHOG feature, and cannot deal with complex 

weather conditions. 

5. Proposed system is evaluated using their dataset, 

ISLab dataset. Proposed system successfully detect 

parked vehicle for all scenarios, but it produces false 

positives at night time due to lighting condition of 

scenes, the system performs average processing time 
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around 15 fps for video sequences with 640x480 

pixels resolution. Thus, it can be said that the system 

is fast enough to be implemented on the real-time 

video surveillance system. Furthermore, Extracting 

foreground by background subtraction method is 

easily affected by environ-ments, such as 

illumination changing and the weather system fail to 

detect multiple occluded illegally parked vehicles 

which are located close to each others. 

 

V. CONCLUSION 
 
In this paper, review on different methods used for 

detection of illegal parked vehicle in ROI, tracking, 

recognition tech-niques and segmentation method which 

is based on the video frame and various tracking 

technologies are discussed. This approach used towards 

the illegal parked vehicle detection in ROI with new 

ideas. We have identified and discussed the 

limitation/future scope of various methods. A deep 

learning based framework to detect illegal parking in 

ROI. It achieves high accuracy and real-time detection 

results[2]. Even in case of occlusion a new pixel 

classification method based on GMM is used to detect 

stationary objects[3]. Another proposed algorithm, 

which is based on the 1-D projection, can be 

implemented in real time and is effective even in poor 

scene conditions[1]. The algorithm benefits greatly from 

the decreased complexity, allowing to use a more time 

consuming segmentation and tracking procedure. Dual 

background model subtraction method is used to extract 

candidate region of object. The SHOG and SVM-based 

vehicle detector is also integrated to classify the object 

into vehicle or other objects[4]. This method detect 

successfully most parked vehicle, with zero false alarm. 

Cumulative Dual Foreground Difference method detects 

successfully most parked vehicles[5]. However, It may 

fail to detect multiple occluded illegally parked vehicles 

which are located close each others.However, these all 

techniques need to concentrate towards handling sudden 

illumination changes, darker shadows and vehicle 

occlusions. 
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ABSTRACT 
 

Now a days many satellites are being launched and data retrieval from the satellite on the earth is very expensive 

task as it requires too much bandwidth. So, we need compression to get the data using less bandwidth and it can also 

speed up file transfer. For space system there is one committee called Consultative Committee for Space Data 

System (CCSDS) which publishes the recommended standards on compression methodology for different type of 

data. CCSDS-122.0-B-1 Standard defines a compression methodology for compression of two dimensional Image 

Data. Inverse Discrete Wavelet Transform (IDWT) is used for the decompression of two dimensional Image Data 

which can be considered as time consuming part of the Decompressor. To speed up the decompressor this Inverse 

Discrete Wavelet Transform (IDWT) can be run parallel using different high-speed hardware. In this paper, we will 

survey various ways through which efficient CCSDS recommended Discrete Wavelet Decompressor can be made. 

Keywords: GPGPU, CCSDS, Discrete Wavelet Transform (DWT), CUDA, NVIDIA, SPIHT, Rice decoding. 

 

I. INTRODUCTION 
 

The CCSDS Image Data Compression is the most 

widely used particularly for the grayscale image data. 

This algorithm is very useful for any imaging 

instruments application. The algorithm is designed in 

such a way that Its complexity remains sufficiently low 

so that it can be feasibly implemented on high-speed 

hardware. 

 

This algorithm is intended to be used for on-board 

spacecrafts. Compression is used in order to save 

bandwidth usage & storage space required to save the 

image data as well as time can also be saved. On the 

other side, real time need is to decompress the two 

dimensional image data as soon as it is downlinked on 

the earth. 

  

Various data Compression technique uses wavelet 

transformed data for better compression performance.  

 

There are basically two types of compression supported 

by this CCSDS standard i.e. Lossless Data Compression 

and Lossy Data Compression. In Lossless Data 

Compression, data is compressed in such a way that it 

can be recovered easily on decompression whereas in 

Lossy data compression technique, data cannot be 

reproduced without some distortion. Lossy Compression 

technique uses 9/7 Float Discrete Wavelet Transform, 

Lossless Compression Technique uses 9/7 Integer 

Discrete Wavelet Transform. In this paper, we are going 

to survey for the Lossless Data Decompression 

technique. 

 

II. CCSDS RECOMMENDED DWT 

DECOMPRESSOR 
 

In this standard, decompressor consists of two functional 

parts i.e. bit plane decoding compressed data followed 

by two dimensional inverse discrete wavelet transform 

of wavelet transformed data as shown in figure 1. 

 



International Journal of Scientific Research in Science, Engineering and Technology (ijsrset.com) 

 

 
24 

 
Figure 1. Overview of the Decoding system 

 

A. Rice Decoding 

Rice encoding is special case of Golomb coding which 

can be used to reduce the bits required to represent the 

lower value numbers. Rice encoding used for encoding 

of DC Coefficients in the CCSDS-122 standard. An 

algorithm for rice decoding is as shown below: 

Assume Given a Constant C, any Symbol S can be 

represented using quotient (Q) and reminder (R), where  

S = Q x M + R (1) 

A. Rather than representing both Q and R as binary 

values, Rice encoding represents Q as a unary value 

and R as a binary value. Rather than representing 

both Q and R as binary values, Rice encoding 

represents Q as a unary value and R as a binary 

value. 

B. For those not familiar with unary notation, a value 

N may be represented by N 1s followed by a 0. 

C. Example: 4 = 11110 and 2 = 110. 

 

If given Bit Length K, Compute the Modulus M, using 

by given equation (2) 

 

M = 2
K
   (2) 

 

Then perform the following steps for each encoded 

Symbol (S), 

1. Determine Q by counting the number of 1s before 

the first 0. 

2. Determine R reading the next K bits as a binary 

value. 

3. Write out S as Q x M + R. 

 

Example: decode the encoded value 100010 when K = 

(M=16) 

 

1. Q=1 

2. R = 0b0010 = 2 

3. S = Q x M + R=1 x 16 + 2 = 18 

 

 

B. SPIHT Decoding 

SPIHT (Set Partitioning in Hierarchical Trees) is well 

known algorithm to encode the image using bit planes 

and it performs two passes for each bit-plane. While one 

pass computes sign values and the implicit location 

information of significant wavelet coefficients, the 

second pass sends the refined bit values of the 

significant coefficients which are determined up to the 

current bit plane. 

 

The decoder rebuilds the wavelet coefficients according 

to the importance of the information. This process is 

serial in nature because the importance of information 

will decide the position of the next node. Thus, decoding 

process can only finish when all nodes are decoded. 

Therefore, it is clearly said that SPIHT process should 

be performed on the CPU. 

 

C. Inverse Discrete Wavelet Transform 

As explained in section 1, we are going to do survey for 

the lossless data compression we have to use Inverse 9/7 

Integer Discrete Wavelet Transform in decompressor. 

Inverse Integer DWT mapping is from two set of 

wavelet coefficients Cj and Dj back to the signal vector xi 

as mentioned in [1] which is given by equations (1) to 

(6). Here we require special boundary filters to get the 

data back. 

 

In equation given below, we first compute the even 

indexed signal values i.e. x0, x2,….,x2N-2 using DWT 

coefficients. After computation of these even indexed 

vector values, odd indexed values can be calculated 

i.e.x1, x3, …, x2N-1. 

 

x1 = D0 +   
 

  
 (x0+x2) - 

 

  
 (x2+x4) + 

 

 
   (1) 

 

x2j+1 = Dj +  
 

  
 (a+b) - 

 

  
 (c+d) + 

 

 
                      (2) 

where a= x2j , b= x2j+2 , c= x2j+2, d= x2j+4 for j=1,…,N-3

  

x2N-3 = DN-2 +  
 

  
 (e+f) - 

 

  
 (g+f) + 

 

 
                   (3)   

where e= x2N-4,f= x2N-2, g= x2N-6                

 

x2N-1 = DN-1 +  
 

 
 x2N-2- 

 

 
 x2N-4+ 

 

 
                  (4) 

 

x0 = C0 + - 
  

 
 + 

 

 
                             (5) 
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x2j = Cj+ - 
 j-1    

 
 + 

 

 
   for j= 1,…, N-1              (6) 

 

D. Two dimensional Single Level Inverse DWT 

 

The single-level 2-d DWT transform[1] shall be inverted 

by repeated application of the 1-d inverse to columns 

and rows of the transformed data array in the reverse 

order to that in which the 1-d transforms were applied: 

a) each column shall be inverted to produce the 

intermediate transformed data arrays: 

1) The 1-d DWT inverse shall be applied to columns 

of the LL and LH subbands to obtain the 

intermediate horizontal low-pass array of figure 

3(b), 

2) The 1-d DWT inverse shall be applied to columns 

of the HL and HH subbands to obtain the 

intermediate horizontal high-pass array of figure  

3 (b); 

b) the 1-d DWT inverse shall be applied to rows of the 

intermediate horizontal low-pass and horizontal high-

pass arrays to recover the original image array. 

 

 
(a)                          (b)                           (c) 

 Figure 3. One level 2d Inverse DWT 

 

E. Two dimensional three level Inverse DWT 

 

The inversion process of a multi-level DWT shall be as 

follows [1]: 

a) The four subbands of highest level, LL3, LH3, HL3, 

HH3, shall be inverted using an inverse single-level 2-d 

DWT to yield the single subband LL2, which then 

replaces the higher-level subbands in the transform data 

matrix; 

b) The four subbands LL2, LH2, HL2 and HH2 shall be 

inverted to yield the single subband LL1, which again 

replaces the higher-level subbands in the transform data 

matrix;  

c) A final single-level 2-d inverse DWT shall be applied 

to subbands LL1, LH1, HL1 and HH1 to reproduce the 

original image. 

 

III. LITERATURE REVIEW 
 

A. Wavelet based decoding system [2]  

Changhe Song, Yunsong Li, and Bormin Huang at el. 

[2] has implemented the decoding system for satellite 

images. They have implemented a wavelet based 

decoding system which contains SPIHT with Reed-

Solomon decoding. Overview of the decoding system is 

as shown in below fig. 4. 

 

 
 

Figure 4. Overview of decoding system [2] 

 

In this paper, they have used float 9/7 inverse DWT as a 

wavelet transform with SPIHT and Reed-Solomon 

decoding. 

Table 1. 

 
 

As shown in table 1, IDWT is the most time consuming 

process of the decoding system. They have used General 

Purpose Graphics Processing Unit (GPGPU) for the 

faster computation of IDWT. They have also used 

shared memory for the better time performance of the 

IDWT computation. GPU based IDWT model is as 

shown in fig. 5. 

 
Figure 5. IDWT model on GPU [2] 

 

Fetching steps of horizontal filter and vertical filer are 

shown in figure 6 & 7 respectively. 
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Figure 6. the fetch step of horizontal filter [2] 

 

 
 

Figure 7. the fetch step of vertical filter [2] 

 

Thus they have prepared CPU-GPU pipelined fashion 

decoding system as shown in figure 8. 

 
Figure 8. Overview of RS+SPIHT+IDWT decoding 

system [2] 

 

B. Time efficiency Comparison of Wavelet transform 

and its inverse on different platforms [3] 

 

Abhishek S. Shetty, Abhijit V. Chitre and Yogesh H. 

Dandawate at el [3] has done the comparison for the 

wavelet and Inverse wavelet transform on different 

platforms. They have used 9/7 Integer Discrete wavelet 

transform and its inverse for this comparison. Three 

different platforms are used which are MATLAB, 

Python using OpenCV and Python using PIL (Python 

Imaging Library).  

 

As a result the comparison chart is prepared as shown in 

figure 9. It is observed that Pthon-OpenCV gives better 

result in terms of time and it is also open source. These 

results are being obtained using image size starting from 

512x512 to 6000x6000. 

 
Figure 9. Comparison Chart [3] 

 

C. Efficient parallelization of Discrete Wavelet 

Transform [4] 

Anastasis Keliris, Vasilis Dimitsasy, Olympia 

Kremmyday, Dimitris Gizopoulosy and Michail 

Maniatakosz at el [4] has implemented the Discrete 

wavelet transform on multi core cpu, Many Integrated 

Cores (MIC) cpu as well as on NVIDIA GPU. In this 

paper, 9/7 integer DWT is used as a wavelet transform.. 

They have used the four evaluation systems as shown in 

table 2. 

Table 2.  

 
 

They have used the algorithm for the transpose of the 

matrix because this operation is memory-intensive 
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operation. Algorithm [4] for the matrix transpose is as 

written below: 

Algorithm 1: Cache-oblivious mxn recursive matrix 

transposition 

1 in, out: input/output image 

2 r off, c off: rows/columns offset 

3 Define: BLOCKSIZE (architecture dependent) 

4 Function trans (in, out, r off, c off, m, n) 

5 if m > BLOCKSIZE or n > BLOCKSIZE 

then 

6 if n > m then 

7 nhalf  n/2; 

8 trans (in, out, r off, c off+nhalf, m, nhalf); 

9 else 

10 mhalf  m/2; 

11 trans (in, out, r off+mhalf, c off, mhalf, n); 

12 end 

13 else 

14 rlimit   r off + n; 

15 climit   c off + m; 

16 for i   r off to rlimit do 

17 for j   c off to climit do 

18 out[j][i] = in[i][j]; 

19 end 

20 end 

21 end 

22 return 

 

D. Energy consumption analysis of CCSDS image 

compression running on two different platforms 

[8] 

Christofer Schwartz, Marcelo S. pinho, at el [8] has 

implemented CCSDS-122 DWT based compressor on 

the CPU as well as on the GPU. CPU specifications are : 

Intel Core i7 - 3610QM (third generation) with 4 cores 

(8 threads) working at a frequency of 2; 241; 003 KHz 

and GPU specifications are NVIDIA GeForce GT 630M 

(2.1 Streaming Multiprocessor Capability) — this GPU 

has two multiprocessor (MP) with 48 cores each (total of 

96 cores) working at a clock of 950; 000 KHz. 

 

In this paper, they have implemented bit-plane encoder 

on the Host side (CPU) and DWT is performed on 

device (GPU). Timing given by the host and host + 

device system are analysed in this paper. 

 

 

 

 

IV. COMPARISON 

 

As described in Section III, Changhe Song at el [2] has 

shown in their results that IDWT part of the decoding 

system is the most time consuming part in table 1. As 

per the result of [2], CPU-GPU pipeline system gives 

better performance than IDWT on GPU and SPIHT + 

Reed-solomon on CPU as shown in table 3 & 4. 

 

Table 3. 

 
 

Table 4. 

 
 

As per the result of [3], Python-OpenCV gives 

better timing results for wavelet transform, further 

use of GPGPU can still reduce time. 

 

Paper [4] has given results for the DWT algorithm 

time for different size of images with different types 

of platforms which is shown in table 5. As shown in 

the table 5, NVIDIA Tesla gives the best 

performance from all of the different platforms. 

 

Table 5. 

 
 

In terms of energy consumption, the most suitable 

hardware for the CCSDS-122 Compression 
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algorithm has been experimented in [8]. The result 

is shown in fig. 10 using rate-distortion-cost curve. 

 
Figure 10. rate-distortion-cost curve [8] 

 

V. CONCLUSION 
 

Different ways to make efficient CCSDS-122 based 

Decompresssor has been viewed in this paper. This 

standard Decompressor contains two modules, IDWT 

and Bit plane Decoder, from which IDWT is most time 

consuming part of this decoding system. Different ways 

to do the computation of IDWT in parallel are reviewed, 

in which NVIDIA, GPU gives best results in terms of 

time as well as in terms of energy consumption, too. 

Moreover, CPU-GPU pipeline decoding system can be 

used to make efficient CCSDS recommended DWT 

Decompressor for better performance. 
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ABSTRACT 
 

Decision support system (DSS) is a broad concept which caters to the suit of ICT based applications assisting 

decision makers in order to take appropriate and timely decisions. DSS can help decision makers to make 

appropriate queries and take particular decision about a particular a particular horticulture crop in order to decide 

about new areas for plantation as well as supply chain logistics. This system will help in making future projections 

and consumptions and make scenarios for demand and supply. This system basically works on the premise of 

spatial network analysis, Site-suitability analysis for cold storages, shortest path analysis, image (raster) operations 

as geo-spatial layer provided to the system. This system is combination of vector and raster data handling in an 

integrated way. This DSS software site suitability module is designed for apple and it has been tested with 

available data for shimla district of Himachal Pradesh and network analysis module is designed potato and it has 

been tested with the available data for Gautambuddhnagar district of Uttar Pradesh.  

Keywords : DSS, AHP, Shortest Path, Advisory, Post-harvest loss, Supply chain management 

 

I. INTRODUCTION 

Even though India is second largest country in the 

production of fruits and vegetables in the all over world 

after china we need to import fruits from the outside 

country. It will indirectly affect on our Indian economy. 

There is post-harvest loss due to lack of improper 

storage facilities, not using the modern technologies, 

improper preservation techniques and issues in market 

availabilities. Farmers of the rural areas do not have 

access to sufficient storage facilities for storing their 

produce during post-harvest periods. So, mainly 

production loss is due to lack of proper infrastructure, 

supply chain entities like cold storages, market outlets, 

mandis, transportation entities, proper road network 

entities especially in hilly areas. To improve production 

amount, it is extensively required to provide proper 

infrastructure facilities. Through an integrated 

management of their supply chains, companies react to 

increasingly competitive markets and trends towards 

globalization. Supply chain management (SCM) shown 

in Figure 1 can be defined as the task of integrating 

organizational units along the supply chain and 

coordinating material, information and financial flows in 

order to fulfill (ultimate) customer demands with the  

aim of improving competitiveness of a supply chain as a  

whole. As such, SCM should result in an internally 

consistent view on how a supply chain should look like 

in terms of production and distribution processes and 

their coordination. 
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Figure 1. Supply chain entities 

 

II. METHODS AND MATERIAL 
 

Decision Support System Characteristics 

Decision support system in general is a computer based 

system that is very useful in making certain important 

decisions based on criterions to find out solutions to the 

problems in hand to a decision maker. This type of 

system can be helpful in such an environment where 

problems are rapidly changed and not easily specified in 

advance. Decision support system (DSS) will combine 

all the possibilities of problem solution so that final 

result is more accurate than any other methods. 

Decision Support System for Supply Chain Logistics 

will be application which will be very useful to find out 

the location of best cold storages nearest to the 

orchards. Finding out the service areas of the cold 

storages to identify the area to which particular cold 

storage can serve. Recommend the location of new cold 

storage so that, the areas where cold storages are not 

available, new cold storages can be established. 

Therefore, farmers of that region don’t need to go 

faraway places to store their produce. Post harvesting 

losses occurring due to lack of proper supply chain 

entities can be minimized by having proper 

management plans. 

 

1. Finding out the nearest location of cold 

storages from the orchard. 

2. Calculate service areas for determining 

the areas to which cold storages can 

serve. 

3. Recommendation of location for 

establishing new cold storage using site 

suitability analysis. 

 

 
Figure 2. Simple model of Decision Support 

System 

 

2.1 Site-Suitability Analysis: 

To determine site suitability in any region for 

establishing a location of new cold storage AHP 

technique is used. Analytical hierarchy process (AHP) is 

a decision-making technique which can be used to 

analyze and support decisions which have multiple and 

even competing objectives. To do this, a complex 

problem is divided into a number of simpler problems in 

the form of a decision hierarchy. Once the hierarchy has 

been established, a pair wise comparison matrix of each 

element within each level is constructed. Participants 

can weight each element against each other within each 

level, which is related to the levels above and below it, 

and mathematically tie the entire scheme together. AHP 

is often used to compare the relative suitability of a 

small number of alternatives concerning the overall goal. 

 

2.2 Network Analysis: 

Networks are necessary for the movement of people, 

transportation of goods, communicate information and 

control of the flow of matter and energy. Network 

application is quite vast. Phenomena that are 

represented and analyzed as networks are roads, 

railways, cables, and pipelines. A graph is a 

mathematical abstraction that is useful for solving 

different networking problems. Finding the shortest 

paths plays an important role in solving network based 

systems. In graph theory, a number of algorithms can be 

applied for finding the shortest path in a graph based 

network system. This reduces the complexity of the 

network path, the cost, and the time to build and 

maintain the network based systems. 

 

2.3 Advisory: 

Agriculture sector requires innumerable types of data 

analytics in various sectors such as crop productivity 

prediction models, economic models, pest and crop 

disease prediction models, and so on. Big data analytics 

in agriculture can be used to analyze huge volumes of 

structured as well as unstructured data to generate faster 

and more accurate results that will aid in faster and 

accurate decision making. 

 

III. RESULTS AND DISCUSSION 

 

3.1 Site-Suitability Analysis: 

We proposed the use of GIS based on analytical 

hierarchy process (AHP) to select sites suitable for 

building new cold storages. It not only includes 

environmental factors but also economic factors. We 

graded every criterion from 1 to 10; 1 being the least 

suitable and 10 being the most suitable. Thus, our 
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method combines qualitative and quantitative criteria for 

establishing location of new cold storage. 

 

3.1.1 Calculating criteria weights by AHP: 

Matrix is created according to the size of 

the parameter. 

 

For example, for seven parameters 7x7 matrix is used. 

Step 1. Complete the Matrix. 

Sum of all columns. 

 

Table 1. Fill matrix operation 

B1 C1 C2 C3 C4 C5 C6 C7 

C1 1 1 3 4 5 9 7 

C2 1 1 2 3 5 8 6 

C3 1/3 1/2 1 1 2 7 3 

C4 1/4 1/3 1 1 1 7 9 

C5 1/5 1/5 1/2 1 1 1 8 

C6 1/9 1/8 1/7 1/7 1 1 1 

C7 1/7 1/6 1/3 1/9 1/8 1 1 

SUM 3.03 3.28 7.75 10.25 15.125 34 35 

 

CR=0.089, B1= Parameters, C1 =Crop, C2 =Wetland, 

C3 =Road, C4 =DMSP, C5 =Elevation, C6 =Slope, 

C7 =LULC, W is the weight of C1–C7 to B1. 

 

Step 2. Normalization and weight determination Each 

cell value is divided by sum of that column value. 

Average of all the rows is calculated and store in 

column sum. Average of sum column is 1. 

 

 

Table 2. Normalization and weight determination 

 

B1 C1 C2 C3 C4 C5 C6 C7 SUM 

 0.329 0.329 0.109 0.082 0.065 0.036 0.047 0.313 

 24 24 74 31 84 58 03 07 

C1         

 0.300 0.300 0.150 0.100 0.060 0.037 0.050 0.272 

 752 75 37 25 15 59 12 94 

C2         

 0.376 0.250 0.125 0.125 0.062 0.017 0.041 0.129 

 119 74 37 37 68 91 79 55 

C3         

 0.390 0.292 0.097 0.097 0.097 0.013 0.010 0.133 

 093 57 52 52 52 93 83 51 

C4         

 0.330 0.330 0.132 0.066 0.066 0.066 0.008 0.081 

 579 57 23 11 11 11 26 87 

C5         

 0.264 0.235 0.205 0.205 0.029 0.029 0.029 0.032 

 706 29 88 88 41 41 41 87 

C6         

 0.2 0.171 0.857 0.257 0.228 0.028 0.028 0.030 

   42 1 14 57 57 57 86 

C7         

 

 

Step 3. Calculation of consistency ration (CR) 

Value of consistency ratio must be <= 0.1. 

 

CR = Consistency index(CI) / Random Consistency 

Index(RI) 

 

Consistency Index (CI) = λ – n/ n-1 

 

λ= Principal Eigen value, n= number of factors 

0.31307*1+0.2729*1+0.1295*3+0.133*4+0.081*5+0.03 

28*9+0.030*7 =2.4166 2.4166/0.31307 = 7.719 
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Like this all the values of rows calculated and average of 

these seven values are considered as a λ. 

CI = 7.707133 – 7/ 7-1 

CI = 0.11785 

CR = 0.1178/ 1.32 = 0.089 < 0.1 

 

If value of CR is less than 0.1 then the weights are 

correct for all parameters. 

 

Now, C1 to C7 all parameter’s Raster Layer is given as 

an input according to it’s weights generated by AHP. 

After all this process final output Raster file will 

generated which is shown in figure 3.  

 

This case study illustrates the process of identifying a 

single or a few optimal sites. In the end, the best landfill 

areas were given, and they can be taken as the optimal 

suitable sites for establishing new cold storages. The 

better suitable sites for establishing new cold storages 

areas can be taken as back-up sites. 

 

10 = Most Suitable Sites 

1 = Least Suitable Site 

 

Output: 

 

 
Figure 3. Suitable Sites for establishing new 

coldstorages in Shimla district 

 

3.2 Network Analysis: 

The network analysis is used to find transportation 

facility from production field to the mandis, processing 

units, cold chain entities. Network analysis also used for 

finding out the cost effective path, shortest path in terms 

of time or distance. Network analysis is needed to find 

out shortest path from orchard to the nearest cold storage 

location. Decision support system is a facility 

management system for supply chain in order to easily 

help in showing the shortest path. But that shortest path 

to the cold storage should be based on available capacity 

of the cold storage. Because sometimes nearest cold 

storage does not have that much capacity to store the 

produce of farmers, thereby increasing the cost of 

transportation unnecessarily. So, it is one kind of facility 

management system for farmers helping them to get the 

nearest location of cold storage based on produce 

capacity and availability of space. 

 

Output: 

 
Figure 4. Shortest path from selected source to nearest 

coldstorages for U.P. State 

 

3.3 Advisory: 

An advisory module can be developed 

using various analytical services like rainfall prediction, 

crop recommendation, procure agro inputs 

recommendations, supply chain management, crop 

disease alert, fertilizer recommendations, etc. based on 

agricultural and weather data. The role of domain 

expert/ agricultural scientist is to generate 

recommendations and constitute decision policies based 

on analytical results. 

 

IV. CONCLUSION 
 

Decision Support System will help decision makers to 

make a decision about a particular horticulture crop in 

order to decide about new areas for the plantation as 

well as supply chain logistics. This system will help in 
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making future projections on consumption of scenarios 

for demand and supply. Mainly post-harvest loss is due 

to weak supply chain entities like road network, cold 

chain entities and markets. By improving this type of 

entities post-harvest loss can be reduced. For that 

network analysis, proximity analysis, buffer analysis 

performed. 
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ABSTRACT 
 

Due to the development in the field of network technology and multimedia applications, every minute thousands of 

messages which can be text, images, audios, videos are created and transmitted over wireless network.So encryption 

is used to provide security. To ensure the security of image transmission,people have proposed many single-image 

encryption(SIE) algorithms. In the age of big data,although multiple images can be repeatedly encrypted by the SIE 

algorithm in theory,the encryption effciency is always ineffcient.The encryption algorithm should plaintext 

sensitive,key sensitive,and lossless.DNA technology has been used with chaotic cryptosystem to double assurance 

the security of image cryptosystem by chaotic system and DNA  biological manipulation.In this paper different 

multiple image encryption technique based on chaotic map and DNA computing  have been studied. 

Keywords: Image Encryption,Algorithm,Chaotic Map,DNA Computing. 

 

I. INTRODUCTION 

 

Algorithms, such as DES,AES and RSA are found 

unsuitable for multimedia data because these algorithms 

are designed for accurate data. while digital image has 

some intrinsic features such as bulk data capacity and 

high redundancy.Fibonacci,Hash,DNA,Chaos,Transform 

domain and S-box, have been proposed to be applied to 

image encryption in the past decade. 

 

A.  Requirements Of Image Encryption 

 Ability to get pixel values from image. 

 Create strong encrypted image so that can not 

easily hacked. 

 Faster encyption time so that can easily transfer to 

person. 

 Lossless image which can be get after  decrypting 

it. 

 Confusion process in which the pixel positions are 

permuted to reduce inter-pixel correlation. 

 Diffusion process in which consists of some 

reversible computations that change the pixel 

values. 

 

 

 

B. Parameters Consider For Security Of Image 

a. Key Space Analysis 

For an image encryption algorithm to have high security, 

key space should to at least as large as to resist brute 

force attack. 

 

b. Key Sensitivity 

An encryption algorithm should be very sensitive to any 

secret key. Any trivial change must lead to a different 

cipher-image or a wrong decrypted image, from the 

same cipher-image. 

 

c. Plaintext Sensitivity 

It means that any tiny change, even just one bit change, 

in the plain-image could cause a huge difference in the 

cipher-image. 

 

d. Information Entropy 

The information entropy is defined as the degree of 

uncertainties in the system. The greater the entropy, the 

more is the randomness in the image, or the image is 
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more uniform. Thus statistical attacks become difficult.It 

should be nearer to 8. 

 
where p(mi ) represents the probability of symbol mi , 

and log2 represents the base 2 logarithm so  that the 

entropy is expressed in bits, N represents the number of 

bits we use to represent a pixel, and for one colour 

channel of a pixel, it is clear that N = 8. If an image is 

ideal random, then for each i, p(mi ) = 1/256, and we can 

easily find that H(m)= 8. 

 

e.  NPCR 

Number of Pixels Change Rate (NPCR) stands for the 

number of pixels change rate while one pixel of plain 

image changed. The NPCR gets closer to 100 to the 

changing of plain image, and the more effective for the 

cryptosystem to resist plaintext attack. 

 
 

f. UACI 

UACI(Unified Average Changing Intensity) stands for 

the average intensity of differences between the plain 

image and ciphered image. The UACI gets closer to 

33.333. 

 
where M and N are the width and height of the 

encrypted image, respectively. C and C' are the cipher 

images, whose corresponding plain images have only 

one pixel difference. Clearly, in order to  with stand the 

differential attack, the NPCR and UACI values for an 

ideal cryptosystem should be large enough. 

 

g. Computational Time 

It should be less so encryption speed increase. 

 

h. Image Restoration 

The cipher-image can be fully recovered by the re- 

ceiver without loss of data. 

 

i. Robustness 

To evaluate robustness of algorithm, attack the 

encrypted image by salt and pepper noise and block 

removal. algorithm should robust enough to moderate 

noise contamination and block missing. 

 

j. Correlation Of Two Adjacent Pixel 

It tells us how much there is relation between the same 

pixels of the original and the encrypted image. The 

adjacent pixels in plain image are usually highly 

correlated, which is a weakness to statistical attack. An 

image encryption should decrease the correlation of two 

adjacent pixels in the ciphered image. To test the 

correlation between two vertically adjacent pixels, two 

horizontally adjacent pixels, and two diagonally adjacent 

pixels, The result indicates that the correlation 

coeffcients of the plain image are always nearly equals 

1, while that of the ciphered image are greatly reduced 

to close 0. 

 
where x and y are the gray values of two adjacent image 

pixels, and E[.] represents the expectation value, denotes 

the mean value, and  η indicates the standard deviation. 

 

II.  PRELIMINARIES 

 

A.  Chaos Theory 

Chaos is supposed to be that the smallest of changes in a 

system can result in very large differences in that 

systems behavior.Chaos is a deterministic, random like 

process found in nonlinear, dynamical system, which is 

non-period, nonconverging and bounded.Moreover, it 

has a very sensitive dependence upon its initial condition 

and parameter.The chaotic sequences are uncorrelated 

when their initial values are different and spread over 

the entire space.A chaotic map is a discrete-time 

dynamical system, defined as the following Eq. 1: 

 
B. DNA Computing 

A DNA sequence contains four nucleic acid bases 

A(adenine),C(cytosine), G(guanine), T(thymine),where 

A and T are complementary, G and C are 

complementary.Because 0 and 1 are complementary in 

the binary, so 00 and 11 are complementary, 01  and 10 

are also complementary.By using four bases A, C,G and 



International Journal of Scientific Research in Science, Engineering and Technology (ijsrset.com) 

 

 
45 

T to encode 00; 01; 10 and 11, there are 24 kinds of 

coding schemes.But there are only 8 kinds of coding 

schemes that used, which are shown  in Figure 1 DNA 

sequence encoding table. 

 
Figure 1. The Encoding And Decoding Rules For DNA 

Sequences. 

 

C.Benefits Of DNA Computing 

 Extraordinary information density, 

 Massive parallelism and 

 Ultra low energy consumption. 

 

III.  LITERATURE REVIEW 

 

A.  Multiple-Image Encryption With Bit-Plane 

Decomposition And Chaotic Maps 

Tang proposed algorithm that decomposes input images 

into bit planes, randomly swaps bit blocks among 

different bit planes, and conducts XOR operation 

between the scrambled images and secret matrix 

controlled by chaotic map. Finally, an encrypted PNG 

image is obtained by viewing four scrambled grayscale 

images as its red, green, blue and alpha components. 

Some techniques [7,8] can encrypt multiple images, but 

their decrypted images are not completely the same with 

the original images. This means that they are lossy 

algorithms and thus are not suitable for those 

applications requiring images with good visual quality, 

such as medical images.The proposed algorithm reaches 

good performances in security, robustness, and 

computational time. It can losslessly retrieve original 

images from the encrypted images. 

 

This algorithm is robust against salt and pepper noise 

attack and block removal. These techniques ensure that 

it is difficult to observe useful trace between secret keys 

and plaintext/ciphertext.But this algorithm encrypt only 

4 grayscale images. 

 

B.  Multiple Image Encryption Algorithm Based On 

Mixed Image Element And Chaos 

Zhang,Wang proposed algorithm based on the mixed 

image element and piecewise linear chaotic maps 

(PWLCM).Firstly,The sender combines original images 

into a big image, and divides it into many pure image 

elements; secondly, she scrambles these pure image 

elements with the chaotic sequence generated by the 

PWLCM system to get mixed image elements; thirdly, 

she combines these mixed image elements into a big 

scrambled image,and segments it into small images with 

the equal size of original images; finally, these small 

images, i.e.encrypted images, are named with the 

filenames generated by another PWLCM system. 

 

This novel algorithm is for k grayscale images without 

compression technology.Li et al. proposed a MIE 

algorithm based on the cascaded fractional Fourier 

transform [7] . most of these algorithms encrypt images 

in the transform domain and usually combine with the 

image compression technology,So the decryption images 

are always with some obvious distortion. Meanwhile, 

these algorithms require the data conversion between the 

spatial domain and the transform domain. 

Therefore, their encryption effciency is always 

undesirable. The effciency and the security are 

contradictory in an encryption algorithm. In Tangs 

algorithm[1],both the order of image blocks and the 

content of image blocks are processed. However, only 

the order of image blocks is scrambled in the new 

algorithm.Therefore,the security of this algorithm may 

be a little weaker than Tangs algorithm in theory. 

 
Figure 2. Comparison between Tang's algorithm[1] & 

Zhang's algorithm[2] 

 

C. Lossless Chaotic Color Image Cryptosystem 

Based On Dna Encryption And Entropy 

The proposed algorithm consists of four processes: 

key streams generation process, DNA sequences 

confusion process, DNA sequences diffusion process 

and pixel level diffusion.Many DNA-based image 

encryption algorithms used the DNA sequence 
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operations such as addition, subtraction and XOR to 

diffuse the DNA-encoded image with absence of DNA-

level confusion, which makes the security of the 

cryptosystems not high enough.This proposed scheme 

involves not only DNA-level confusion and diffusion 

but pixel-level diffusion, which will enhance the 

security, complexity and sensitivity of the 

cryptosystem.In this algorithm, the final secret key 

streams are related to both the chaotic system and the 

original plain-image, which increases the security level 

and resistance against known/chosen plaintext attacks of 

the cryptosystem. In order to reach higher security and 

sensitivity,ciphertext diffusion method employed in 

crisscross pattern which encrypts two equal sub-images 

in parallel. 

 

D. A Chaotic Color Image Encryption Using 

Integrated Bit-Level Permutation 

Author has proposed algorithm which convert the color 

image into three bit-level images (R, G, B components) 

and combine them to one bit-level image.Then, only use 

bit-level permutation architecture based on chaotic 

system to encrypt the integrated image.When diffuse the 

position of the integrated binary image, the value of the 

gray pixel is changed as well, so this architecture can 

achieve similar security to permutation diffusion 

architecture. 

For color image encryption, most of the previous 

algorithms used multi-round permutation diffusion 

architecture and encrypt their three color component 

respectively which is time consuming. The encryption 

and decryption speed of our proposed method is 16.97 

MB/s while the speed of AES with 128 bit key, AES 

with 192 bit key, AES with 256 bit key are 11.23 MB/s, 

9.25 MB/s, 9.19 MB/s. 

 

E. A Light Weight Secure Image Encryption Scheme 

Based On Chaos And DNA Computing 

In most of the schemes the authors considered the 

statistical tests like key-space analysis, histogram 

analysis, correlation of two adjacent pixels, differential 

attack analysis, information entropy analysis, known 

plain-text and cipher-text only attack etc. and over all 

complexity but they have not given enough emphasis on 

memory uses and energy consumption, throughput of the 

algorithms. 

 

In the proposed scheme chaotic logistic map is used 

which will generate a highly randomized number 

sequence.The chaotic logistic map runs on low com 

putational overhead, so it becomes an light weight 

PRNG. The permuted data are converted to DNA 

sequence.Same PRNG is again used to generate a 

random bit sequence. For this purpose, this binary 

sequence is also converted to its DNA sequence .The 

DNA sequences C and D are adde together which results 

in a new DNA sequence E. Eis again converted back to 

sequence of 8 bit (integer) F form. XORing of each 

element of the sequence is done with the elements 

previous to that index on F which gives the final 

encrypted image. 

 
Figure 3. Comparison between Xiangjun Wu's 

algorithm[3], Teng's algorithm[4] & Bhaskar's 

algorithm[5] 

 

IV. CONCLUSION 

 

In this literature Survey ,It is concluded that image 

encryption is more secure if confusion and diffusion 

process is more complex.An encryption method should 

more dependent on plain image to resist against plaintext 

attack and reduce correlation between adjacent pixels to 

enhace resistance against stastical attack.So algorithm 

proposed in Multiple image encryption based on mixed 

image element  and chaos is less secure. 
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ABSTRACT 
 

With the growth of technology, there has been scalable increase in use of Cloud services in real world applications. 

Cloud becomes efficient as it works on Pay-as-you-use basis. So with increasing number of cloud service, Service 

Level Agreement between Service Provider (seller) and Service Consumer (customer) becomes more important 

which will guarantee service type and its quality. Not just withstanding the point of quality of service, SLA also 

works on monitoring the service and refining the parameters which can increase the level of service. The objective 

of this paper is to present comprehensive study about how SLA works in a cloud environment and how it can impact 

in real world applications. 

Keywords: Cloud, Pay-as-you-use, SLA, Quality. 

 

I. INTRODUCTION 

Cloud computing is term used in numerous definitions 

by many research scholars. But in general terms it is 

defined for delivery of hosted service over the internet. 

Cloud means internet and computing means type of 

internet-based computing, where services such as 

storage, servers, applications, etc are delivered to 

consumer through internet. Basically usage of Cloud has 

been increased due to pay-as-you-use service 

implemented in applications. Service level agreement is 

more unified version established through negotiation 

between service consumer and provider. 

 

1.1   Types of Cloud  

Cloud is specified in mainly 4 categories: Public, 

Private, Hybrid and Community. The Community Cloud 

is rarely used and so in this paper we will be over 

viewing previous three versions only. 

 

1.1.1 Public Cloud 

Public Cloud is implemented for general use. Data 

remains publicly available to all users. Users are charged 

for the time duration they use the services, like usage of 

CPU cycles, bandwidth or storage consumed, etc [1]. 

Usually, a third party cloud service delivers cloud 

service over the internet. They are more vulnerable to 

security threats than other cloud models. Example of 

Public Clouds is Amazon Web Service (AWS), 

Microsoft Azure, IBM Websphere, etc. 

 
Figure 1. Public Cloud 

 

1.1.2 Private Cloud 

Private Cloud services are delivered between business 

data center to internal users. Users may not be charged 

for the services. This is more secure and controlled 

model of cloud. Example of Private Clouds includes 

VMware, OpenStack, etc. 

 
Figure 2. Private Cloud 
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1.1.3 Hybrid Cloud 

Hybrid Cloud services is combination of Public cloud 

and on-premises Private Cloud. Goal of Hybrid cloud is 

to use infrastructure of Public Cloud and still maintain 

vulnerability of the data. 

 
Figure 3. Hybrid Cloud 

 

1.2   Characteristics of Cloud 

On-Demand Service: These are services required by 

the customer to manage their resources. Service is 

provided over internet by provider to customer so that 

they can manage their own computing resources. 

 

Resource Pooling: Cloud service provides pool of 

resources that can rapidly provisioned and be released 

with minimal efforts. Consumers can access resource 

directly from remote data centre. 

 

Elasticity: Cloud services can be requested or managed 

from cloud providers as per customers request. Elasticity 

means service can be scaled-up or scaled-down as per 

customer requirement. 

 

Measured Service: Services are billed according to 

customers requirements. Customers demand defines 

services required. 

 

1.3   Service Models of Cloud 

Cloud computing is computational process in which 

service are delivered over network using computing 

resources. There are three main types of service models: 

 Software as a Service (SaaS) 

 Platform as a Service (PaaS) 

 Infrastructure as a Service (IaaS) 

 

 

Figure 4. Cloud Service Models 

 

1.3.1 Software as a Service (SaaS) 

In this service model, consumer uses application running 

on a cloud infrastructure. Few popular examples for 

SaaS, as shown above in Fig. are Salesforce, Netsuite, 

Basecamp etc. 

 

1.3.2 Platform as a Service (PaaS) 

In this service model consumer uses platform which 

includes all system and environments consisting all 

phase of SDLC life cycle. Few popular examples of 

PaaS, as shown in Fig. are Azure, App Engine etc. 

   

1.3.3 Infrastructure as a Service (IaaS) 

In this service model provider delivers the user the 

infrastructure over the internet. User is able to deploy 

and run various softwares including application or 

system softwares. Few popular examples of IaaS, as 

shown in Figure  are Rackspace.com, AWS etc. 

 

II. GENERAL OVERVIEW OF SERVICE LEVEL 

AGREEMENT (SLA)  

Main components of SLA include SLA Definition, SLA 

components, Customer and Service Provider Definition 

and Qualities & Parameters determined by SLA. 

 

2.1 SLA Definition 

“Service Level Agreement” is defined as format that 

contains explanation of the agreed service, parameters of 

the level of service, the guarantees regarding the Quality 

of Service, and arrangements for all cases of violations. 

In short, SLA is the tool for protecting the stability of 

the service[3]. The SLA is very significant as a contract 

that is held between the provider of the service and 

another party who could be one of following; consumer 

of the service, broker negotiator, or monitoring 

negotiator. SLA can be considered as quantifiable 

contract, the service that service provider will provide 
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and what sanction service provider will pay if the 

dedicated objective is not met. 

Parameters that SLA includes for Cloud service are Web 

services, Networking, Internet, Data centre management, 

etc. Most summarized SLA contains terms like: business 

endings, pricing strategy etc.  

 

2.2 SLA Components 

The more refined SLA improves customer acceptance 

level, as it supports provider to focus and work on needs 

prioritized by customers. It also helps to check whether 

process is on the right path. Consumer can even check 

the quality and examine the service based on Service 

Level Objective (SLO) determined in SLA.  

Quality of Service (QoS) is one of the Enhanced terms 

which is measured with Key Performance Indicator (KPI) 

component in SLA. Customers check whether in the 

agreed contract whether or not these indicators match 

Service Level Objective (SLO). SLO contains levels of 

parameters, specific value, behaviour of services etc as a 

target to achieve. Actual parameter values are compared 

with stated ones to evaluate the performance. These 

indicators are used to check and test these parameters 

and are used later in determining the violation. 

 

2.3 Consumer and Provider definition 

The word Service Provider refers to firm or business 

which provides service. Service supplier may be 

network, worker, transporter, Internet Service Provider 

(ISP) or an Application Service Provider (ASP)[4]. The 

word Service Customer refers to firm or organization 

that employs the service supplied by the service provider. 

Service providers exploit this base to enhance their 

usage of infrastructure to achieve signed conditions of 

services. Service consumers exploit the SLA to reach the 

stage of quality of service they require and to keep 

appropriate business models for a long period. 

 

2.4 Parameters determined by SLA 

There are two groups of qualities that are identified by 

SLA: measurable and un-measurable qualities. 

Measurable qualities could be measured in metrics; 

whereas Un-measured qualities could be measured from 

specified estimation. Metrics are exploited in monitoring 

procedure, software procedure enhancement, business 

policy employment, and mainly any area where 

information has to be gathered to confirm whether 

objectives are being achieved. These metrics decides the 

amounts needs to be collected to confirm whether SLA 

parameters are achieved[6]. Note that, if the parameters 

are declared and negotiated, the changes needs to be 

applied to both consumer and provider side[5]. 

Following are the parameters: 

 Reasonable, which allows contributor to 

encourage to perform well. For example, SLA 

parameter identifies cost depending on amount of 

service used. 

 Achievable, all the parameters needs to be 

included in the metrics. For example, unexpected 

kind of communication over the internet. 

 Quantifiable, metrics must be measurable and 

permit for measurements. For example, if gathering 

metrics exploits important resources, it might not 

deserve to spend any effort. 

 

III. LIFE CYCLE OF SLA 

 
Figure 5. SLA Life Cycle 

 

SLA includes 5 stages to be completed. These stages 

consists of; Needs and Analysis, Negotiation, Assigning 

roles and responsibilities, Measures and enforcement 

and Review[3]. 

 

3.1 Needs and Analysis: 

This stage includes the identification of customer 

requirements and needs, the network capabilities, the 

identification of the suitable service features and 

parameters, service’s levels, service executional 

environment, and the implementation of the standard of 

SLA templates. 
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3.2 Negotiate Services: 

This stage includes the negotiation of an SLA with the 

consumer to select the values of SLA parameters related 

to specific services, the costs gained from the service 

customer after signing the SLA, the costs incurred by the 

service provider when the SLA is violated, the definition 

and at last periodicity of the reports associated with 

service to be delivered to the service customer. 

 

3.3 Assign Roles and Responsibilities: 

This stage include the service’s resource provisioning, 

where the service is enabled and prepared for the 

consumption, configuration of the network which might 

be to achieve specific requirements in the service, or to 

support the service network overall, and service 

activation. Service provisioning and deployment stage 

may need the reconfiguration of the service resources to 

support the executional stage which will lead to a 

successful achievement of the SLA parameters. Thus it 

becomes very important to assign roles of each user and 

make them aware of the strategy they need to work on. 

 

3.4 Measure and enforce SLA: 

This stage includes measurement and assessment of the 

SLA. Assessment is done in two phase, assessment with 

the individual customer and overall service assessment. 

In first phase reviewing QoS, possible enhancement and 

altering requirements are examined. Whereas, in second 

phase, readjustment of goals, support problems and 

establishing service levels are measured. At this phase 

we would propose our work. 

 

3.5 Review and Evaluation of SLA: 

Once the SLA is signed, however, if job isn't over; SLA 

has to enforce the guidelines both (consumer + provider) 

agreed to. To evaluate the SLA one should also include 

Master Service Agreement (MSA) to compare each 

parameter. MSA defines services and liabilities in 

general terms, which will be same for all the consumers. 

Moreover, SLA is specific for the client and will do 

exactly that is expected. 

 

IV.    PROPOSED WORK   

 

Generally the work proposed till now includes changes 

in SLA parameters, reducing the factors affecting 

violation of SLA or maintaining/upgrading the threshold 

value of SLA. But in our work, we would like to 

propose an automation system which focuses on MSA 

rather than on SLA. To upgrade the parameters, majorly 

parameters included in SLA are compared with MSA. 

So before comparison we can develop a automation 

system which compares the parameters predefined in 

MSA with the parameters included in SLA. The changes 

can be marked directly between them. If the difference is 

large the system will upgrade the required parameter/s 

directly so as to build a more effective SLA. This will 

also help in reducing the violation ratio. 

Following are the parameters which are predefined in 

MSA and also required while designing a SLA. 

 

Table 1. Parameters included for designing SLA in 

Cloud Environment. 

Object No. Of 

metrics 

Parameters 

General 

Measurement (Unit) 

   

Hardware 11 Time/Number 

Software 05 Time 

Network 10 Time/Percent 

Storage 10 Time/Percent/Number 

Service Desk 09 Percent/No. ff 

Language 

 

4.1   Working of Metric Parameters  

As shown in Table-1, Hardware includes parameters like 

Availability, Response Time, Failure Frequency, 

Processor Time, and Instruction per second, Number of 

Workstation etc. Software includes parameters like 

Service Time, Solution Time, and Number of Licenses 

etc. Network includes, Availability LAN, Availability 

WAN, Access RAS, Latency times, etc. Storage 

includes, Max. Down Time, Backup, Memory Size, 

Periods of Operation, etc and Service desk includes 

parameters like, Failure forwarding degree, Language 

Variety, Self Solution rate etc. 

 

These objects and metrics are already included in Master 

Service Agreement (MSA). During SLA design, which 

differs from consumer to consumer depending on 

requirement, these parameters are taken into 

consideration. Thus, a well-versed SLA is formed, 

which will provide required QoS. Ultimately we look for 

better SLA which provides best Quality of Service. A 

way of increasing QoS is by changing the Key 

Performance Indicator (KPI) value of the parameter. But 

this will not be that effective as it points to the same 



International Journal of Scientific Research in Science, Engineering and Technology (ijsrset.com) 

 

 

 
52 

problem of changing the parameters after/on SLA 

violation. 

 

Existing system compares the parameters only after/on 

SLA violation. So far seen system works on Metrics and 

Non-metrics parameters of SLA. While in the proposed 

system parameters are included depending on the 

customer’s requirement. Depending on this requirement 

Service Level Objective (SLO) responsible for designing 

a SLA, decides whether to include the parameter or to 

upgrade the parameter. If the Service Level Objective is 

achieved above/just at the threshold value, parameter is 

included in SLA. If the Service Level Objective is 

achieved below the threshold value, parameter is 

considered for update and rejected. 

 

So, we focus on parameters included in High-Level 

Metrics and Low-Level Metrics, for designing a SLA. 

Therefore, parameters that are required for designing are 

included in SLA using SLO mechanism. If required, 

parameters are upgraded/changed first and are included, 

this reduces the probability of violation of SLA to 

approx 0%. So it becomes easy for the system to 

compare/review the threshold for designing better SLA.  

This system will be beneficial for not only preventing 

SLA violation but also in achieving required QoS pre-

defined in SLA.  

 

V.  CONCLUSION AND FUTURE WORK 

 

Our studies on number of SLAs currently used 

throughout have revealed that today’s prevailing 

contract focuses on QoS metrics, namely Availability, 

Response Time etc. Other parameters are mostly never 

mentioned and so the steps are taken for reducing the 

violation of SLA. 

 

This proposed work will focus on the basics of SLA and 

not on reducing the violation of SLA but preventing the 

violation of SLA. The collection of Metrics, both high-

level and low-level, will assist for developing this 

automation system. These metrics are easy to automate 

and commonly used in IT process and service. 

Categorization scheme is populated by updating 

categories, metrics, addition of parameters, etc. In 

summary, the proposed categories are useful to find an 

initial problem and possible metrics which can be 

automated and used as measure of performance. With 

the varying taxonomical structure of an enterprise, level 

of categories / subcategories tends to change in future.  
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ABSTRACT 
 

RFID is a wireless technology for automatic identification and data capture and it’s the core technology to 

implement the internet of things. Because of that, the security issue of RFID is becoming more important. In 

past , simple mathematical and logical method, hash based schemas and simple PKI schemas are introduce RFID 

authentication . In this paper I illustrate about the possible security attack on RFID and three different 

authentication algorithm of RFID based on ECC and I also describe about why ECC is the best  method among 

them . 

Keywords: RFID, Reader, Tag, Backend Sever , Authentication , Security , ECC. 

 

I. INTRODUCTION 

 

RFID system is composed of tags, readers, 

backend sever, and antennas. RFID tags are 

available in affordable charges, wireless devices 

which can be communicate with RFID readers 

[1].RFID architecture shown in below figure 

which consist tag, reader and back-end server. 

Tag consist EPC (electronic product code) which 

store details about tag. Reader is responsible for 

reading and writing tag information. Back end 

sever will save all data about tag which are in one 

group .Communication in RFID network will start 

on reader broadcast message or query. 

Communication between tag-reader and reader-

server is in insecure channel. 

In this paper we first analyse security attack 

possible on RFID in section II, we discuss RFID 

device performance measurement in section III, 

three authentication method or protocol discussed 

in section IV.  

 

Figure 1. RFID architecture 

 

 

 

 

Security Attck On Rfid 

Denial of Service (DOS) : In both of wireless and 

wired communication, there are Denial of Service 

(DOS) . Once attackers control a large number of fake 

readers and tags, they can make the data connection to 

abuse computational resources, and even use up the 

resources and network bandwidth.[1] 

Eavesdropping: The communication channel between 

the tag and the reader can be eavesdropped, because 

the radio frequency channel is not secure 

communication channel .[2] 

User privacy: The attacker can monitor the tag using 

the tag identifier in order to know the user’s behaviour, 

when the user identity is linked to a certain tag. Also, 

the attacker can trace the user location with the tag 

identifier, when the output of the tag such as the tag 

identifier is unchangeable.[2] 

 

Replay attack: The attacker obtains messages 

between the tag and the reader by eavesdropping and 

reuses the message in order to impersonate a legitimate 

tag or a legitimate reader.[2] 

 

Spoofing attack : The attacker impersonates a reader, 

sends a query to a tag, and then obtains the response of 

the tag. When the legitimate reader queries the tag, the 

attacker will send the obtained response to reader in 

order to impersonate the tag.[2] 
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Cloning attack: An attacker can build a cloned tag 

which will be interpreted by the reader as the 

legitimate tag, due to the fact that most tags are not 

tamper-proof.[2] 

 

Performance 

RFID schemes cannot use computationally intensive 

cryptographic algorithms for privacy and security 

because tight tag cost requirements make tag-side 

resources (such as processing power and storage) 

scarce .[3] 

 

• Capacity minimisation: The volume of data 

stored in a tag should be minimised because of the 

limited size of tag memory 

 

• Computation minimization: Tag-side 

computations should be minimized because of the 

very limited power available to a tag. 

 

• Communication compression: The volume of 

data that each tag can transmit per second is limited 

by the bandwidth available for RFID tags [3] 

 

• Scalability: The server should be able to handle 

growing amounts of work in a large tag population. 

It should be able to identify multiple tags using the 

same radio channel [3] Performing an exhaustive 

search to identify individual tags could be difficult 

when the tag population is large [3]. 

 

II. LITERATURAL SURVEY  

 

Authenticity can be achieved by a secure protocol 

running between RFID tag and reader [4]. To achieve 

authentication public key cryptography (PKC), non-

public key cryptography (NPKC), hash function, hash 

with random number, simple bitwise operation, AES, 

HMAC  schema can be used. The suitability of PKC 

for RFID is an open research problem due to the 

limitation in tag cost, gate area and power 

consumption. Among PKC algorithms, ECC based 

algorithms would be the best choice for RFID   system 

due to their small size key and efficient computation. 

So, ECC is very attractive for small devices like RFID 

with limited computational capacity, memory and low 

bandwidth network. In this paper we will discuss three 

ECC based RFID authentication algorithms. 

 

a) A secure ECC based RFID authentication 

protocol with ID verifier 

This paper[Liao’s schema]  proposes an ECC based 

mutual authentication algorithm that satsfies the 

essiential requirements in RFID system [2]. 

 

 
Figure 2. Liao’s schema 

 

In this algorithm tag believes that the ID verifier Zt is 

securely transmitted to the server and vice versa. This 

algorithm provide Mutual authentication, 

confidentiality, forward security, scalability. This 

algorithm resisting replay attack, tag masquerade 

attack, server spoofing attack, location attack, cloning 

attack [2].To implement this schema successfully a 

powerful server device needed [2]. There are also 

some other schema [3-6] which are more efficient then 

this schema in tag computational time [2]. 

 

b) Cryptanalysis and improvement of an efficient 

mutual authentication RFID scheme based on 

elliptic curve cryptography 

This paper is improved version of Chou’s protocol [7] 

based on ECC which is failed to provide mutual 

authentication  and cloning attack. [8] 
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Figure 3. chou’s algorithm based on ECC[9] 

 

Weaknesses of Chou’s schema: Lack of tag privacy, 

forward  privacy and mutual authentication. Farash 

introduces improved version of Chou’s algorithm to 

achieve mutual authentication and tag privacy [figure 

4]. Farash’s schema has proof against mutual 

authentication, tag privacy. Computational cost of 

Frash’s schema is same as Chou’s schema [8].The 

total computation of schema is very high. To improve 

this some pre computing technique should use [8]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 
c) Elliptic Curve Cryptography Based Mutual 

Authentication Protocol for Low 

Computational Capacity RFID Systems -

Performance Analysis by Simulations 

In this paper no reader communication is only happen 

between back end server and tag. In this group key is 

use to perform authentication instead of individual key 

[9]. 

 

 
 

Figure 5. Godor’s schema[9] 

 

While in use of 160 bit elliptic curve might be very big 

and required high computational capacity and strong 

back-end  sever[9] .This paper have implementation in 

OMNET ++. 

 

Godor’s schema is acceptable for every attack except 

DOS . This schema also prove that computational time 

for 112 bit and 160 bit are almost near. 

 

III. COMPARISON 

 

Attacks Liao’s Farash’s Godor’s 

Mutual 

authentication 

Yes Yes Yes 

Scalability - - - 

DOS - - No 

Cloning - - - 

Server spoofing - - - 

Replay  - Yes - 

 

Comparison 

factor 

Liao’s Farash’s Godor’s 

Computational 

time  

.32 sec Not 

measured 

.1006(160bit) 

 

 

IV.  CONCLUSION AND FUTURE WORK 

 

In the conclusion three of them are ECC based 

authentication schema; all are proved more 

efficient against simple PKI, simple HASH, AES 

and RSA. All three have much computational 

time to perform authentication and all three 
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needed high capacity back-end sever. So in future 

some pre-computational method can implement 

with ECC.  
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ABSTRACT 
 

Optical character recognition has become one of the most successful applications of technology in the field of 

pattern recognition and artificial intelligence. At present, there is great demand of such softwares which can identify 

the characters from scanned documents or images. Optical Character Recognition deals with the problem of 

recognizing optically processed characters. Optical recognition is performed off-line after the writing or printing has 

been completed, as opposed to on-line recognition where the computer recognizes the characters as they are drawn. 

This paper presents the system which identifies characters from the images. The objective of this system prototype 

are to develop a prototype for the Optical Character Recognition (OCR) system and to implement the Template 

Matching algorithm in developing the system prototype.  

Keywords: OCR, Template Matching, Gray Scale Images, Color Images, Fixed Size Templates 

 

I. INTRODUCTION 

Optical character recognition (OCR) is the process of 

classification of optical patterns contained in a digital 

image corresponding to alphanumeric or other characters 

[1]. OCR has attained much popularity in the both 

academics as well as in industry. Over the last few years, 

machine reading has grown rapidly through the 

development of much more sophisticated and easy OCR 

systems. OCR Technology allows us to convert scanned 

documents, pdf files and images from digital camera to 

editable and readable form [1]. Optical character 

recognition belongs to the family of techniques 

performing automatic identification [2]. OCR has 

become most prominent and successful technological 

applications in the field of pattern recognition and 

artificial intelligence [2]. Below we discuss these 

different techniques and define OCR’s position among 

them. 

 

Automatic Identification 

The traditional way of entering data into a computer is 

through the keyboard. However, this is not always the 

best nor the most efficient solution. In many cases 

automatic identification may be an alternative. Various 

technologies for automatic identification exist, and they 

cover needs for different areas of application. Below a 

brief overview of the different technologies and their 

applications is given [1]. 

 

a. Speech recognition 

In systems for speech recognition, spoken inputs from 

predefined library of words are recognized. Such 

systems should be speaker-independent and may be used 

for instance for reservations or ordering of goods by 

telephone. Another kind of such systems are those used 

to recognize the speaker, rather than the words, for 

identification [1]. 

 

b. Radio frequency 

This kind of identification is used for instance in 

connection with toll roads for identification of cars. 

Special equipment on the car emits the information. The 

identification is efficient, but special equipment is 

needed both to send and to read the information [2]. The 

information is also inaccessible to humans. 

 

c. Vision systems 

By the use of a TV-camera objects may be identified by 

their shape or size. This approach may for instance be 

used in automatons for recirculation of bottles [2]. The 
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type of bottle must be recognized, as the amount 

reimbursed for a bottle depends on its type. 

 

d. Magnetic stripe 

Information contained in magnetic stripes is widely used 

on credit cards etc. Quite a large amount of information 

can be stored on the magnetic stripe, but specially 

designed readers are required and the information cannot 

be read by humans [2]. 

 

e. Bar code 

The bar code consists of several dark and light lines 

representing a binary code for an eleven digit number, 

ten of which identify the particular product. The bar 

code is read optically, when the product moves over a 

glass window, by a focused laser beam of weak intensity 

which is swept across the glass window in a specially 

designed scanning pattern. [2] The reflected light is 

measured and analysed by a computer.  

 

f. Magnetic ink 

Printing in magnetic ink is mainly used within bank 

applications. The characters are written in ink that 

contains finely ground magnetic material and they are 

written in stylized fonts which are specifically designed 

for the application. Before the characters are read, the 

ink is exposed to a magnetic field. This process 

accentuates each character and helps Simplify the 

detection. The characters are read by interpreting the 

waveform obtained when scanning the characters 

horizontally [2]. Each character is designed to have its 

own specific waveform. Although designed for machine 

reading, the characters are still readable to humans.  

However, the reading is dependent on the characters 

being printed with magnetic ink. 

  

g. Optical Mark Reading 

This technology is used to register location of marks. It 

may be used to read forms where the information is 

given by marking predefined alternatives. Such forms 

will also be readable to humans and this approach may 

be efficient when the input is constrained and may be 

predefined and there is a fixed number of alternatives [2]. 

 

h. OCR 

Optical character recognition is needed when the 

information should be readable both to humans and to a 

machine and alternative inputs can’t be predefined. In 

comparison with the other techniques for automatic 

identification, optical character recognition is unique in 

that it does not require control of the process that 

produces the information [1]. 

 

II. OPTICAL CHARACTER RECOGNITION 
 

Optical Character Recognition deals with the problem of 

recognizing optically processed characters. Optical 

recognition is performed off-line after the writing or 

printing has been completed, as opposed to on-line 

recognition where the computer recognizes the 

characters as they are drawn. Both hand printed and 

printed characters may be recognized, but the 

performance is directly dependent upon the quality of 

the input documents [2, 3]. 

 

The more constrained the input is, the better will the 

performance of the OCR system be. However, when it 

comes to totally unconstrained handwriting, OCR 

machines are still a long way from reading as well as 

humans. However, the computer reads fast and technical 

advances are continually bringing the technology closer 

to its ideal. 

 

 
Figure 1. Types of character recognition 

 

A. Online Character Recognition 

Today, many tools are available over internet which identifies 

the given characters in the fraction of time [3]. These tools are 

mainly used in Multiple Choice Questions examinations 

conducted using OMR Sheets. 

 

B. Offline Character Recognition 

Offline character recognition deals with developing the 

systems as per the requirement of the user or as per the 

requirement of desired output. This type of character 

recognition can be done on the following: 
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i. Single Character 

In this, the system is created in such a way that it identifies 

one single character at one time [3]. The single characters can 

be in 2 ways: 

a) Printed Characters 

In this, the system tries to recognize the printed characters 

either in the form of text file or an image. 

 

b) Handwritten Characters 

In this, the system tries to recognize the handwritten 

characters which is in the form of scanned document and 

image. 

 

ii. Handwritten Scripts 

The system developed for handwritten scripts are mainly used 

for 2 purposes: 

 

a) Recognition 

This type of system mainly recognizes a particular set of 

characters from the given handwritten scripts. These systems 

split the recognized characters in a single character or the 

group of characters depending on the requirement of system 

[3, 4].  

b) Verification 

Once the characters are recognized, the correctness of the 

characters is required to be validated. The verification deals 

with the correctness of shapes, diagonals and curves of 

characters [3]. Also using various Natural Language 

Processing techniques, these characters once verified can 

classified in many different classes. 

 

III. METHODS OF OCR 
 

There are 2 methods of OCR: 

 

A. Matrix Matching 

The Matrix Matching is technique in which the library of 
characters is created. The system then compares the 
scanned characters with the library character matrices. 
This system works best when the characters to be scanned 
and the library characters have very little or no variation in 
style [4]. 
 

B. Feature Extraction 

Feature Extraction generally deals with the features of 
characters like shape, closed areas, diagonal lines, line 
interaction and curves. It is more effective and flexible 
methods as it has a wide scope to identify the same 
character with different shapes and dimensions [4]. 
 
In this paper, we are focus on Matrix Matching (Template 
Matching) method. 
 

IV. COMPONENTS OF OCR 
 

A typical OCR system consists of several components. In 

figure 2 a common setup is illustrated. The first step in the 

process is to digitize the analog document using an optical 

scanner. When the regions containing text are located, each 

symbol is extracted through a segmentation process [4, 5]. 

The extracted symbols may then be pre-processed, eliminating 

noise, to facilitate the extraction of features in the next step. 

 

 
Fig.2 Components of OCR 

 

A. Optical Scanning 

It converts multilevel colored image to bi-level image. It uses   

“Thresholding” method. The quality of recognition depends 

on bi-level image. Thresholding can be fixed or Variable 

depends on contrast and brightness of bi-level image [5].  

 

B. Location and Segmentation 

It deals with isolation of characters or words. It segments the 

lines into words or characters. A problem occurs if the 

characters are connected or fragmented and consists of several 

parts. It is hard to distinguish noise from text [5, 7]. 

 

C. Pre-processing 

Image resulting from scanning may contain noise. Pre-

processing smoothens the image of characters. It uses Filling 

and Thinning and also uses Normalization [5, 8]. 

 

D. Feature Extraction 

It captures essential characteristics of characters. Extraction of 

features divided into three groups [5, 6]: 

i. Distribution of Points 

ii. Based on statistical distribution of points. 

iii. Includes Zoning, Moments, Crossing and Distance 

 

E. Recognition Post Processing 

This phase reduces the dimensionality of feature vector. It 

extracts feature by deformation like rotation and translation. 

Transformation can be Fourier, Walsh, Haar, Hough or 

Karhunen-Loeve and based on the curve describing the 

contour of the characters. It also deals with Error detection 

and correction [6]. 

 

The identity of each symbol is found by comparing the 

extracted features with descriptions of the symbol classes 

obtained through a previous learning phase. Finally contextual 

information is used to reconstruct the words and numbers of 
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the original text. In the next sections these steps and some of 

the methods involved are described in more detail. 

 

V.  IMPLEMENTATION 

 

A. Implementation Steps 

The template-matching algorithm implements the following 

steps [10]:  

 

a. Firstly, the character image from the detected 

string is selected.  

b. After that, the image to the size of the first 

template is rescaled.  

c. After rescale the image to the size of the first 

template (original) image, the matching metric is 

computed. 

d. Then the highest match found is stored. If the 

image is not match repeat again the third step. 

e. The index of the best match is stored as the 

recognized character. 

 

B. Flow control of Template Matching 

 
Figure 4.2.1. Shows the Flowchart. 

 

VI. RESULTS 

 

The system was developed using Template Matching 

method of OCR. 2 Gray Scale and 1 Color Images were 

taken as an input [9] and the following results were 

found: 

 

A. Input 1: 

Gray Scale Image with medium sized characters were 

given input to the system. 
 

 
 

Output 1: 

 

 
 

All the texts are clearly visible and are as per the size of 

library characters, so each character of whole string is 

recognized properly and generates output without any error. 

 

B. Input 2: 

Gray Scale Image with large sized characters was given as an 

input:  
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Output 2: 
 

 
 

OCR recognizes all the character and digits but the additional 

spaces are padded in between in resultant text because the 

library characters are smaller in size as compared to the given 

input characters. 

 

C. Input 3: 

A colored image with some text was given as an input 
 

 
 

 

 

 

Output 3: 

 
 

It fails to identify the characters from the image, and generates 

in-correct output as the system is developed for Gray Scale 

Image only. 

 

VII. CONCLUSIONS & FUTURE WORK 
 

As an overall view of the system prototype, it could be 

conclude that this system prototype has been developed by 

using the technique that has mentioned and elaborated which 

is the Template Matching approach to recognize the character 

image. Besides, the interface of the system prototype looks 

user-friendly and makes the user of this system prototype 

easier to use it. As a result, the recognition process of this 

system become smoothly because of the steps that used in this 

system while recognizing the character. Even though this 

system prototype could gives several advantages to the users, 

but this system prototype are still facing a number of 

limitations like: 

1. The system prototype has some limitation related to 

performance.  

2. It works only with stored templates of alphabets and 

numbers with fixed sized templates.  

3. It works only for gray scale image only. 

 

In future, an effective system can be developed which works 

on Feature Extraction method and also colored image. This 

new system may be a motivation for enormous and fruitful 

researches in future. 
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ABSTRACT 
 

Web Technology is evolving very fast and Internet Users are growing much faster than estimated. The website users 

are using a wide range of websites leaving back a variety of information. This information must be used by the 

websites administrator to manipulate their websites according to the users of the websites. This actually is Data 

Mining. Web Mining is one of the applications of Data Mining. Web mining plays an important role in the decision 

making in the corporate, education and research environment. Modern developments in digital media technologies 

have evolved a huge amount of data transmitting over the web and with this huge data storage is required for easy 

and feasible access. Web Usage Mining is a mining of usage of websites and the information used and delivered on 

the websites. It is a technique to extract information from the web which includes web documents, hyperlinks 

between the documents and web usage logs. In this paper we describe the detailed survey of web mining, different 

techniques of web usage mining and its importance.  

Keywords: Data Mining, Internet, Web, Web Mining, Web Usage Mining 

 

I. INTRODUCTION 

 

The World Wide Web (WWW) has lots of information 

and this information is increasing in a large amount 

daily. It is a very complex task to filter such information. 

A web or a website is a collection of web pages 

generally made using HTML and some programming 

languages which contains images, text, hyperlinks and 

similar digital data.  The need to understand and use 

large, complex, information-rich data sets is common to 

virtually all fields of business, science, and engineering 

[1]. The technique to extract useful knowledge residing 

in these data and to act on that knowledge is becoming 

increasingly important in today's competitive world. 

Web Mining is the application of Data Mining 

techniques to retrieve information from the web which 

includes web documents, hyperlinks between the 

documents and web usage logs. Also the entire process 

of applying a computer-based methodology for 

discovering and retrieving knowledge from web 

documents is a web mining [1]. As the web data is 

updated every second, it is not compulsory that every 

user will get the same data whenever it is retrieved.  
 

II. WEB MINING 

 
Web Mining is classified into 3 main mining techniques 

[2]. The taxonomy of web mining is as follows: 

  
Figure 1. Web Mining Taxonomy 

 

A. WEB CONTENT MINING 

Web Content Mining is the way of retrieving important 

information from the web documents. The information 

can be in the form of images, videos, audios, texts and 

hyperlinks. A text mining and developing application for 

the same is one of the favourite topics for the researchers. 

Research in web content mining consists resource 

discovery from the web, categorizing and clustering of 

documents and extraction of informations from the 

webpages [2]. Here is the brief detail of web content 

mining techniques. 
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a) Image Mining 

Image Mining is the technique which is used to detect 

unusual patterns and extract important and useful 

information from the images stored on the web or the 

large database.  Thus image mining mainly deals with 

defining relationships between different images from the 

web and large databases [4]. Image mining is used in 

various fields like medical diagnosis, space research, 

remote sensing, agriculture and industries. The images 

include maps, geological structures and even it is used in 

the field of education. 

 

b) Video Mining 

Mining video is more complex than mining image data. 

Video is the collection of moving images like animation. 

There are 3 types of videos: 1) the produced (movies, 

news videos etc), 2) the raw (traffic, surveillance etc) 

and 3) the medical video (x-ray, cardiogram etc). The 

information from the video can be a) detecting trigger 

events (movement of vehicle and people), b) 

determining typical patterns of activity, generating 

person or object centric views of activity, and c) 

classifying activities into named categories (walking, 

sleeping etc), clustering and determination of 

interactions between two entities[5]. Video mining can 

also be classified into pixel based, statistics based, 

feature based and histogram based. 

 

c) Audio Mining 

As audio is the continuous media like video, the 

techniques and tools for audio processing and mining 

information is similar to video mining. Audio data can 

be in the form of radio, speech or spoken languages. 

Also television news has audio which are integrated with 

the videos [6 ]. Mining audio data requires conversion 

of audio to speech for better processing. Very few works 

has been carried out in this field. 

 

d) Text Mining 

The most trending research in the field of web content 

mining is text mining. The text mining refers to the text 

representation, classification, clustering, information 

extraction and search for hidden patterns. Text mining is 

the process of extracting useful information from the 

text and converting to automated discovery of 

knowledge [2]. It is natural extension of data mining or 

applying data mining techniques on a specific domain.  

 

 

B. WEB STRUCURE MINING 

This type of mining focuses on the data which describes 

the structure of the content of the web page. It is 

classified into two types: 1) intra-page structure: links 

within the page, 2) inter-page structure: links between 2 

web pages [2]. This can be classified into two types 

based on structure of information: 

 

a) Hyperlinks 

A hyperlink is a structural unit that connects one web 

page with other web page either within same location or 

different location. A hyperlink connecting web pages in 

the same location is called intra-document hyperlink and 

a hyperlink connecting web pages at different locations 

is called inter-document hyperlink [2]. 

 

b) Document Structure 

The content within a web page can also be organized in 

a tree structure based on HTML and XML Tags used to 

create a web page. Mining can be done to identify 

document object model (DOM) structures automatically 

from the documents [2]. 

 

C. WEB USAGE MINING 

Web usage mining is one techniques of data mining to 

retrieve interesting and useful patterns from the web logs 

[3]. Web logs stores the identity or the origin of web 

users along with the browsing behaviour on the web site. 

Web Usage Mining can be grouped based on the type of 

usage logs: 

 

a) Web Server Data 

User logs are collected by the web server which includes 

IP address, page references and the time accessed by the 

user [3]. 

 

b) Application Server Data 

Application servers are used to track various types of 

business events which can be used to improve the 

performance for any business firms [3]. For e.g. E-

commerce websites uses such servers to know the events, 

business policies developed by their competitors.  

 

c) User Level Data 

User level data is the software developed using the 

information available from the web server and 

application server data [3]. It is an end user application 

which is used for various purposes. 
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D. Tools for Web Mining 

Web mining tools helps the users to download essential 

information from the web. It collects the accurate and 

necessary information for the user which can be helpful 

in mining. The different tools are: 

 

a) Automation Anywhere 

It is a tool which is used to find web data very easily;. It 

is unique Intelligent and Smart Automation Application 

used for quick automation of any complex tasks [3]. 

 

b) Web Info Extractor 

These tools is used to collect web content, constantly 

updating data and analysing data like images, videos, 

texts etc. [3]. 

 

c) Screen-Scraper 

It is a tool used in searching databases and document 

structure. It provides a graphical interface allowing the 

user to navigate through URLs, data elements and 

hyperlinks and extract useful information from it [3]. 

 

d) Mozenda 

This tool is used to extract and manage web data. User is 

allowed to setup tools at different places which can store 

and publish data at a regular interval of time [3].  

 

e) Web Content Extractor 

This tool is used to retrieve information from various 

websites like online auctions, online shopping, business 

directories, financial sites etc. The data can be 

represented in the form of excel, HTML, XML or any 

other script [5]. 

 

III. WEB USAGE MINING 

 

Number of internet users in India is growing by 150K 

every month or 1.8 Million new users every year. India 

is the fastest growing online market in the world with 75% 

of the users being below the age of 35. The recent 

survey of Internet Users all over the world is described 

in image below: [15] 

 
Figure 2. Country wise Internet Users 

 

The above image clearly shows that India ranks 2
nd

 and 

the internet users in India are increasing gradually. With 

this, the data and usage logs are getting larger and 

complex to manage and analyze. Web usage mining is 

the application of data mining techniques to discover 

usage pattern from Web data, in order to understand and 

better serve the needs of Web-based applications. Web 

usage mining consists of three phases: 1. preprocessing, 

2. pattern discovery, 3. pattern analysis. Figure 3. 

represents these 3 phases of web usage mining. 

 
Figure 3. Web Usage Mining 

 

The first is preprocessing state in which user sessions are 

inferred from log data. The second searches for patterns 

in the data by making use of standard data mining 

techniques, such as association rules or mining for 

sequential patterns. In the third stage an information filter 

bases on domain knowledge and the web site structures is 

applied to the mining patterns in search for the 

interesting patterns [7]. The web usage mining process 

can be classified into two parts. The first part includes 

transforming the Web data into suitable transaction form. 

This includes Data Preprocessing and Data Integration 

components. The second part includes some Data Mining 

and Pattern Discovery [7].  
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A. Data Processing and Data Integration 

Data preprocessing consists of data filtering, user 

identification, session/transaction identification, and 

topology extraction. Data filtering filters out some noise, 

i.e., unsuccessful requests, automatically downloaded 

graphics, or requests from robots, to get more compact 

training data [10]. People use some heuristic rules to 

identify user, such as IP address, cookies, etc. Data 

Preprocessing converts the available data sources into the 

data abstractions. 

 

a) Usage preprocessing:  

Usage pre-processing consists of Web pages, such as IP 

addresses, page references, and the date and time of 

accesses. Typically, the usage data comes from an 

Extended Common Log Format (ECLF) Server log [11]. 

 

b) Content Preprocessing:  

Content pre-processing consists of converting the text, 

images, scripts and multimedia data into forms that are 

useful for the web usage mining process [11].   

 

c) Structure Preprocessing:   

Web structure mining analyses the link structure of the 

web in order to identify relevant documents. The 

structure of a site is created by the hypertext links 

between page views. The Google Search engine makes 

use of the web link structure in the process of 

determining the relevance of a page. The Google search 

engine achieves good results because while the keyword 

similarity analysis ensures high precision the use of a 

probability measure ensures high quality of the pages 

returned [11]. 

 

The usage data collected at the different sources such as 

Server level, Client Level and Proxy Level represent the 

navigation patterns of different segments of the overall 

Web traffic. 

 

i) Server-level Collection: 

A Web server log records the browsing behaviour of site 

visitors. The data recorded in server logs reflect the 

concurrent and interleaved access of a Web site by 

multiple users. These log files can be stored in various 

formats such as Common Log Format (CLF) or Extended 

Common Log Format (ECLF). ECLF contains client IP 

address, User ID, time/date, request, status, bytes, 

referrer, and agent.[10] Tracking of individual users is 

not an easy task due to the stateless connection model of 

the HTTP protocol. In order to handle this problem, Web 

servers can also store other kind of usage information 

such as cookies in separate logs, or appended to the CLF 

or ECLF logs. Packet sniffing technology (also referred 

to as “network monitors”) is an alternative method for 

collecting usage data through server logs. [10] 

 

ii) Client level collection:  

Client-side collection can be implemented by using a 

remote agent (such as Java scripts or Java applets) or by 

modifying the source code of an existing browser (such 

as Mosaic or Mozilla) to enhance its data collection 

capabilities.[9] 

 

iii) Proxy Level Collection:  

The Internet Service Provider (ISP) machine that users 

connect to through a model is a common form of proxy 

server. A web proxy acts as an intermediary between 

client browsers and Web servers. Proxy-level caching 

can be used to reduce the loading of time of a Web page 

experienced by users as well as the network traffic load 

at the server and client sides. [10] 

 

B. Data Mining and Pattern Discovery 

Data Mining comprises of the following data techniques 

which are as follows: 

 

a) Association Rules:  

Association rule generation can be used to relate pages 

that are most often referenced together in a single server 

sessions. In the context of web usage mining, association 

rules refer to sets of pages that are accessed together with 

a support value exceeding some specified threshold.[10] 

Association rule mining has been well studied in Data 

Mining, especially for basket transaction data analysis. 

Aside from being applicable for e-Commerce, business 

intelligence and marketing applications, it can help web 

designers to restructure their web site. The association 

rules may also serve as heuristic for pre fetching 

documents in order to reduce user-perceived latency 

when loading a page from a remote site [7]. 

 

b) Clustering:  

Clustering is a technique to group together a set of items 

having similar characteristics. Clustering can be 

performed on either the users or the page views. 

Clustering analysis in web usage mining intends to find 

the cluster of user, page, or sessions from web log file, 

where each cluster represents a group of objects with 
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common interesting or characteristic. User clustering is 

designed to find user groups that have common interests 

based on their behaviours, and it is critical for user 

community construction. This information is useful for 

the Internet search engines and Web assistance providers. 

[7] 

 

c) Deviation/Outlier Detection:  

It contains techniques aimed at detecting unusual 

changes in the data relatively to the expected values. 

Such techniques are useful, for example, in fraud 

detection, where the inconsistent use of credit cards can 

identify situations where a card is stolen. The 

inconsistent use of credit card could be noted if there 

were transactions performed in different geographic 

locations within a given time window. [12] 

 

d) Statistical Analysis:  

Statistical techniques are the most common method to 

extract knowledge about visitors to a web site. By 

analyzing the session file, one can perform different 

kinds of descriptive statistical analyses (frequency, mean, 

median, etc) on variables such as page views, viewing 

time and length of a navigational path. Many web traffic 

analysis tools produce a periodic report containing 

statistical information such as the most frequently 

accessed pages, average view time of a page or average 

length of a path through a site. This information can be 

useful for improving the system performance. [12] 

Pattern discovery uses methods and algorithms 

developed from several fields such as statistics, data 

mining, machine learning and pattern recognition. The 

knowledge that can be discovered is represented in the 

form of rules, tables, charts, graphs, and other visual 

presentation forms for characterizing, comparing, 

predicting, or classifying data from the web access log 

[13]. Several pattern discovery techniques are as follows: 

 

a) Sequential Patterns:  

The technique of sequential pattern discovery attempts to 

find inter-session patterns such that the presence of a set 

of items is followed by another item in a time-ordered set 

of sessions or episodes. A new algorithm MiDAS 

(Mining Internet data for Associative Sequences) for 

discovering sequential patterns from web log files has 

been proposed that provides behavioural marketing 

intelligence for e-commerce scenarios.[13] MiDAS 

contains three phases: 1. A priori phase is the input data 

preparation, which consists of data reduction and data 

type substitution. 2. Discovery Phase discovers the 

sequences of hits and generates the pattern tree. 3. A 

posteriori Phase filters out all sequences that do not fulfil 

the criteria laid in the specified navigation templates and 

topology network and also pruning is done in this phase. 

By using this approach, Web marketers can predict future 

visit patterns, which will be helpful in placing 

advertisements aimed at certain user groups [13]. 

 

b) Dependency modeling:  

Dependency modelling is another useful pattern 

discovery task in web mining. The goal here is to 

develop a model capable of representing significant 

dependencies among the various variables in the web 

domain. As an example, one may be interested to build a 

model representing the different stages a visitor 

undergoes while shopping in an online store based on the 

actions chosen (i.e., from a casual visitor to a serious 

potential buyer. [14] 

 

c) Pattern analysis:  

Pattern analysis is the last step in the overall Web Usage 

mining process. The motivation behind pattern analysis 

is to filter out uninteresting rules or patterns from the set 

found in the pattern discovery phase. The exact analysis 

methodology is usually governed by the application for 

which Web mining is done [13]. The most common form 

of pattern analysis consists of a knowledge query 

mechanism such as SQL. Another method is to load 

usage data into a data cube in order to perform OLAP 

operations. Content and structure information can be 

used to filter out patterns containing pages of a certain 

usage type, content type, or pages that match a certain 

hyperlink structure [14]. 

 

IV. APPLICATIONS OF WEB MINING 

 

There are many applications of web mining. Most 

dominating applications of web mining are as follows: 

 

a) In the world of online shopping, it is very important 

to know the customer behavior and experience with 

the website. The feedback of the experience given by 

the user helps the website owner to improve their 

content in an efficient way. The main target of the 

website owner is that once a customer is visiting the 

website for a purchase, the user should not move to 

the other websites [9]. 
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b) Google is the best and widely used search engines. It 

provides the users to access information from over 

billions of web pages indexed on its server. The 

quickness and quality of information provided by the 

search engines make them the most successful search 

engines. Web mining helps the search engines to 

know the behavior of the user, the keywords they 

search and based on this they give a Page Rank [9]. 

c) Web usage mining offers users the ability to analyze 

massive volumes of click stream or click flow data, 

integrate the data seamlessly with transaction and 

demographic data from offline sources and apply 

sophisticated analytics for web personalization, e-

CRM and other interactive marketing programs [8]. 

d) Personalization for a user can be achieved by 

keeping track of previously accessed pages. These 

pages can be used to identify the typical browsing 

behavior of a user and subsequently to predict 

desired pages [8]. 

e) Web usage patterns can be used to gather business 

intelligence to improve Customer attraction, 

Customer retention, sales, marketing and 

advertisement, cross sales [8]. 

f) Mining of web usage patterns can help in the study 

of how browsers are used and the user’s interaction 

with a browser interface [8]. 

 

V. CONCLUSION 
 

As the web data and its usage increases day by day, it is 

very important to analyse the web data and retrieve the 

information. Thus web mining, web usage mining and its 

techniques play an important role in information 

extraction from the web. In this paper, we have briefly 

discussed various web and its usage mining techniques, 

tools and applications. By the techniques and the tools 

described in the paper, one can use in his/her research 

and new techniques can be developed for more effective, 

efficient and faster results. We hope that this primary 

discussion is the beginning for a fruitful researches and 

results in future. 
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ABSTRACT 
 

Round Robin (RR) scheduling algorithm is the widely used scheduling algorithm in multitasking and real time 

environment. Its performance highly depends on a Time Quantum, which is a predefined amount of time assigned 

by CPU to every task to be executed. If we chose the less time quantum then context switch is high and if we chose 

the high time quantum then its leads to First-Come-First-Serve (FCFS). So, the performance of the system totally 

depends upon the choice of optimal time quantum. In this paper I will survey a different method to improve 

performance of the round robin scheduling algorithm using dynamic time quantum and also compare different 

method to each other to see the performance of the algorithm with respect to turn around time, waiting time, number 

of context switch.  

Keywords: Round Robin,Dynamic Time Quantum. 

 

I. INTRODUCTION 

 

CPU scheduling is one of the fundamental features that 

an Operating System (OS) needs to perform 

multitasking. CPU scheduling means allocation of 

sufficient resources to a process being executed. The 

policy of CPU scheduling is to maximize the efficiency 

of the CPU. This efficiency includes maximizing the 

throughput, minimizing context switches, Average 

Waiting Time (AWT) and Average Turnaround Time 

(ATT) of the processes in ready queue. Throughput can 

be defined as the number of processes executed per unit 

cycle. The process waiting time of a process is the time 

it spends in ready queue before its execution.Turn 

around time is the sum of waiting and the execution time 

of a process.CPU scheduling algorithms are subdivided 

in to two main categories. A non-preemptive algorithm 

is the one in which CPU is allocated to a process till 

completion of its execution while in a preemptive 

algorithm, a higher priority process can block currently 

running process. Or we may simply conclude that if 

there are n processes in a ready queue, a non-preemptive 

process can have only n − 1 context switches. While a 

preemptive process can have more context switches. 

Some of the algorithms that have been developed and 

implemented are as follows; 

 

First Come First Serve (FCFS) [9]: As obvious from 

the name,FCFS processes the jobs in the order in which 

they arrive in the ready queue.  

 

Shortest Job First (SJF) [9]: In this algorithm, the 

ready queue is first sorted on ascending order of burst 

times of the processes arrived in it. Then the processes 

are assigned CPU in sequence.This algorithm is optimal 

than others in most cases. But in SJF,we must be able to 

have a pre-knowledge of burst times of all the processes 

which is difficult practically. Moreover, it can cause 

starvation for longer processes. 

 

Priority Scheduling (PS) [9]: In priority scheduling, the 

processes come in ready queue along with assigned 

priorities to them. OS assigns CPU to the process with 

highest priority. Then the CPU is assigned to a process 

with lower priority and so on. Priority scheduling 

algorithm respects the priority of a process rather than 
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focusing on efficiency constraints of CPU. So, it may 

cause best and worst cases depending on burst times of 

corresponding processes. FCFS and SJF, both are non-

preemptive algorithms. But PS can be of both typei.e. 

preemptive or non-preemptive. If the currently executing 

process can continue its execution on arrival of a higher 

priority process, then it is a non-preemptive priority 

scheduling .On the other hand, if the process is blocked 

on arrival of a higher priority process, it is a preemptive 

priority scheduling. 

 

Round Robin (RR) [9]: This algorithm allocates CPU 

to all processes for an equal time interval. A process is 

blocked and put at the end of ready queue after a 

constant time slice, known as Time Quantum. This 

process is assigned CPU time again once the execution 

of all other processes in their respective time quanta. 

The efficiency of Round Robin depends entirely on the 

time quantum selected. If the time quantum is selected 

too large, the algorithm will become FCFS. While on the 

other hand, if the quantum is much small, it will yield 

much overhead and larger average waiting and 

turnaround times .With advancement in technology, 

many Round Robin algorithms based on dynamic time 

quantum have been developed. In this, a dynamic time 

quantum is chosen instead of a constant time quantum. It 

may be changed after a cycle or just after an arrival of 

next process in ready queue .In next section we will see 

the original round robin algorithms, some of the problem 

of round robin algorithms and survey of different 

method to improve performance of the round robin 

scheduling algorithm using dynamic time quantum and 

also compare different method to each other to see the 

performance of the algorithm with respect to turn around 

time, waiting time ,number of context switch. 

 

II.  ROUND ROBIN ALGORITHM 

 

It is one of the oldest, simplest, fairest and most widely 

used scheduling algorithms, designed especially for 

time-sharing systems. A small unit of time, called time 

slice or quantum is defined. All run able processes are 

kept in a circular queue. The CPU scheduler goes around 

this queue, allocating the CPU to each process for a time 

interval of quantum. New processes are added to the tail 

of the queue. The CPU scheduler picks the first process 

from the queue, sets a timer to interrupt after time 

quantum, and dispatches the process. If the process is 

still running at the end of the quantum, the CPU is pre-

empted and the process is added to the tail of the queue. 

If the process finishes before the end of the quantum, the 

process itself releases the CPU voluntarily. In either 

case, the CPU scheduler assigns the CPU to the next 

process in the ready queue. Every time a process is 

granted the CPU, a context switch occurs, which adds 

overhead to the process execution time. 

An example of round robin algorithm is given below: 

 

Process AT  BT  

P1  0  40  

P2  0  55  

P3  0  60  

P4  0  90  

P5  0  102  

Time quantum=25. 

 

 
Figure 1. Gantt chart for round robin 

 

Turn-around time and waiting time for above example is 

calculated in below table. 

 

PROCESS  T.A.T  W.T  

P1  140  100  

P2  245  190  

P3  255  195  

P4  320  230  

P5  347  245  

 

III. ROUND ROBIN PROBLEM   

 

The performance of RR depends on the size of the time 

quantum.In some case, additional context-switch is 

required even if only small amount of BT is 

remaining.For example in above Gantt chart at last only 

p5 process is remaining and remaining B.T is 2 m.s so 

for execution of only 2 m.s ,additional context switch is 

required. Turn-around time also depends on time 
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quantum.Increase in quantum time  - cause less context-

switch,lesser turn-around time but can cause high 

response time, and waiting time. Decrease in quantum 

time-cause less waiting time and response time but can 

cause high turn-around time and high no of context-

switch Hence a medium sized time quantum can reduce 

all the factors to some extent. medium sized time 

quantum can be achieved by using dynamic time 

quantum method. now we will see different method 

based on dynamic time quantum. 

 

IV. LITERATURE REVIEW OF DIFFERENT ROUND 

ROBIN ALGORITHM BASED ON DYNAMIC TIME 

QUANTUM. 

 

Assumptions 

AT=arrival time, BT=burst time, T.A.T=turn-around 

time, W.T=waiting time, CS= context switch, 

C.T=completion time. 

During analysis we have considered CPU bound 

processes only. In each test case 5 independent 

processes are analyzed in uni-processor environment. 

Corresponding burst time and arrival time of processes 

are known before execution. all the arrival time and 

burst time is in M.S(milli second).Arrival time and burst 

time of different case is below. 

 

Case 1. arrival time is same [8] 

 

Process AT  BT  

P1  0  105  

P2  0  60  

P3  0  120  

P4  0  48  

P5  0  75  

 

Case 2. arrival time is different [8] 

 

Process  AT  BT  

P1  0  45  

P2  5  90  

P3  8  70  

P4  15  38  

P5  20  55  

 

In our analysis for various algorithm we have used 

above two table(case 1,case 2) to see the performance of 

particular algorithms.Turn-around time and waiting time 

can be calculated using below formula. 

T.A.T=C.T-A.T. 

W.T=TA.T-B.T. 

A. Modified Round Robin Algorithm for Resource 

Allocation based on average.[3] 

a) Methodology 

Pandaba Pradhan,Prafulla Ku. Behera, B N B Ray [3] 

proposes an algorithm MRRA to improve the 

performance of Round Robin. In MRRA for each cycle 

the average of burst time of the processes is calculated 

and used as time quantum. 

Step-1:process arrive in ready queue based on A.T. 

Step-2:sort the process based on B.T of process found on 

ready queue. 

Step-3:find time quantum using average of B.T  of 

process which is placed on ready queue. 

Step-4:now assign this time quantum to all process 

which is loaded in ready queue. 

Step-5:if process B.T-time quantum=0 then  terminate 

that process. 

Step-6:IF process B.T-TIME QUANTUM!=0 then put 

that process at end of ready queue. Continue with step:2 

to step:6 until all process are completed. 

Step-6:calculate T.A.T,W.T,NO OF C.S.   

 

Case 1. arrival time is same 

The Gantt chart shown as in Figure  2 

 
Figure 2. Gantt chart for MRRA [3] for same arrival 

time of process. 

 

Turn-around time and waiting time for above example is 

calculated in below table. 
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PROCESS  T.A.T  W.T  

P1  369 264 

P2   108 48 

P3   408 288  

P4   48 0  

P5   183 108  

 

Case 2. arrival time is different 

 
Figure  3. Gantt chart for MRRA [3] for different  

arrival time of process. 

 

Turn-around time and waiting time for above example is 

calculated in below table 

PROCESS T.A.T  W.T  

P1  45 0  

P2  293 203 

P3  263 193 

P4  68 30 

P5  118 63 

 

B. Self-Adjustment Time Quantum in Round Robin 

Algorithm Depending on Burst Time of the Now 

Running Processes (SRBRR ALGO).[2] 

b) Methodology 

Rami J. Matarneh [2] proposes an algorithm SRBRR to 

improve the performance of Round Robin. In SRBRR 

for each cycle the median of burst time of the processes 

is calculated and used as time quantum.In other word 

time quantum is calculated using TQ=median(BT of 

process in ready queue).Median is calculated using 

below formula. 

 
where, Y is the number located in the middle of a 

group of numbers arranged in ascending order.  

Consider below example 

Step-1:process arrive in ready queue based on A.T. 

Step-2:find time quantum using median of B.T  of 

process which is placed on ready queue. 

Step-3:now assign this time quantum to all process 

which is loaded in ready queue. 

Step-4:if process B.T-time quantum=0 then  terminate 

that process. 

Step-5:IF process B.T-TIME QUANTUM!=0 then put 

that process at end of ready queue. Continue with step:2 

to step:6 until all process completed. 

Step-6:calculate T.A.T,W.T,NO OF C.S.   

 

Case 1. arrival time is same  

The Gantt chart shown as in Figure  4. 

 
Figure  4. Gantt chart for SRBRR [2] for same  arrival 

time of process. 

 

Turn-around time and waiting time for above example is 

calculated in below table. 

PROCESS T.A.T  W.T  

P1  105 0  

P2  165 105 

P3  285 165 

P4  333 285 

P5  408 333 

 

Case 2. arrival time is different. 

 
Figure  5. Gantt chart for SRBRR [2] for different  

arrival time of process 

 

Turn-around time and waiting time for above example is 

calculated in below table 

PROCESS T.A.T  W.T  

P1  45 0  
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P2  293 203 

P3  269 199 

P4  176 138 

P5  258 203 

 

C. Implementation of Alternating Median Based 

Round   Robin Scheduling Algorithm[5] 

c) Methodology 

The proposed algorithm uses a set of two time quanta for 

scheduling the ready queue. These time quanta are used 

alternately in cycles of scheduling. Before the first cycle 

of scheduling starts, one of the time quanta is set equal 

to the median of burst time of processes present in the 

ready queue while the other one is calculated as the 

difference between the highest value of burst times and 

the median of burst times of processes present in the 

ready queue.The two-time quanta remain fixed 

throughout scheduling and are not recalculated until the 

architecture of the ready queue gets changed by the 

arrival of a new process.The larger time quantum is used 

if even number of cycles of scheduling are completed 

while the smaller time quantum is used if the odd 

number of cycles of scheduling are completed. 

Therefore, the two-time quanta are used alternately in 

cycles of scheduling. 

Step-1:process arrive in ready queue based on A.T. 

Step-2:sort the process based on B.T of process found on 

ready queue. 

Step-3:now calculate time quantum 1=median of B.T of 

process which is present in ready queue and time 

quantum 2=high B.T- time quantum 1. 

Step-4:now assign this time quantum 1 if even number 

of cycle is completed and assign time quantum 2 if odd 

number of cycle completed   to all process which is 

loaded in ready queue. 

Step-5:if process B.T-time quantum=0 then  terminate 

that process. 

Step-6:IF process B.T-TIME QUANTUM!=0 then put 

that process at end of ready queue.Continue with step:2 

to step:7 until all process completed. 

Step-7:calculate T.A.T,W.T,NO OF C.S.   

 

Case 1. arrival time is same 

The Gantt chart shown as in Figure  6. 

 
Figure  6. Gantt chart for AMBRR [5] for same  arrival 

time of process 

 

Turn-around time and waiting time for above example is 

calculated in below table. 

PROCESS  T.A.T  W.T  

P1  366 261 

P2  108 48 

P3  408 288 

P4  48 0 

P5  183 108 

 

 

D. Design of A Modulus Based Round Robin 

Scheduling Algorithm(MB ALGO)[4] 

d) Methodology 

The Modulus Based (MB) algorithm has been devised 

on the basis of two scheduling algorithms namely 

MRR(AVG) algorithm and  SRBRR(median) algorithm. 

This algorithm gives the results intermediate between 

both of its parent algorithms. if we encounter scenarios 

where the MRR(Avg) algorithm behaves more 

efficiently than the SRBRR algorithm or vice versa, then 

we can select the given MB algorithm in order to get 

more stable results. The formula of calculation of 

time quantum Q is given in equation. 

 
Step-1:process arrive in ready queue based on A.T. 

Step-2:sort the process based on B.T of process found on 

ready queue. 

Step-3: using above formula  find time quantum of B.T  

of process which is placed on ready queue. 

Step-4:now assign this time quantum to all process 

which is loaded in ready queue. 

Step-5:if process B.T-time quantum=0 then  terminate 

that process. 
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Step-6:IF process B.T-TIME QUANTUM!=0 then put 

that process at end of ready queue.Continue with step:2 

to step:5 until all process completed. 

Step-6:calculate T.A.T,W.T,NO OF C.S.   

 

Case 1. arrival time is same 

The Gantt chart shown as in Figure  7. 

 
Figure  7:Gantt chart for MB algorithm[4] for same  

arrival time of process 

 

Turn-around time and waiting time for above example is 

calculated in below table 

PROCESS T.A.T  W.T  

P1  366  261 

P2  108 48 

P3  408 288 

P4  48 0 

P5  183 108 

 

 

Case 2. arrival time is different. 

 
Figure  8. Gantt chart for MB [4] for different  arrival 

time of process 

 

Turn-around time and waiting time for above example is 

calculated in below table 

PROCESS T.A.T  W.T  

P1  45 0 

P2  293 203 

P3  262 192 

P4  68 30 

P5  118 63 

E. An Improved Dynamic Round Robin Scheduling 

Algorithm Based on a Variant Quantum 

Time(DRR ALGORITHM)[1] 

e) Methodology 

Step-1:process arrive in ready queue based on A.T. 

Step-2:sort the process based on B.T of process found on 

ready queue. 

Step-3: if the arrival time of all process is same then first 

time quantum is calculated using below formula 

T.Q1=Σ two high B.T/2. 

Then second time quantum is calculated using below 

formula. 

T.Q2=Σ of high remaining B.T and T.Q1 /2. 

Step-4:now assign this time quantum 1(T.Q1) to first 

cycle and for remaining cycle used T.Q2. 

Step-5:if process B.T-time quantum=0 then  terminate 

that process. 

Step-6:IF process B.T-TIME QUANTUM!=0 then put 

that process at end of ready queue.Continue with step:2 

to step:7 until all process completed. 

Step-7:calculate T.A.T,W.T,NO OF C.S. 

Step-8 : if the arrival time of all process is different than 

time quantum is calculated using below formula. 

T.Q1=B.T OF  FIRST ARRIVED PROCESS 

T.Q2= (Σ of high remaining B.T and T.Q1 /2) – (Σ OF 

THE TWO LOOWEST REMAINING AT/2) (used only 

once time) 

T.Q3== (Σ of high remaining B.T and T.Q1 /2) – 

(LOOWEST REMAINING AT/2) 

Step-9:now assign this time quantum 1(T.Q1) to first 

cycle and for second cycle used T.Q2 and for remaining 

cycle used T.Q3. 

Step-10:if process B.T-time quantum=0 then  terminate 

that process. 

Step-11:IF process B.T-TIME QUANTUM!=0 then put 

that process at end of ready queue.Continue with step:8 

to step:12 until all process completed. 

Step-12:calculate T.A.T,W.T,NO OF C.S. 

 

Case 1. arrival time is same 

The Gantt chart shown as in Figure  9. 

 
Figure  9. Gantt chart for DRR ALGORITHM [1] for 

Same  arrival time of process 
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Turn-around time and waiting time for above example is 

calculated in below table. 

PROCESS  T.A.T  W.T  

P1  288 183 

P2  108 48 

P3  408 288 

P4  48 0 

P5  183 108 

 

Case 2. arrival time is different 

 
Figure  10. Gantt chart for DRR ALGORITHM [1] for 

different  arrival time of process 

 

Turn-around time and waiting time for above example is 

calculated in below table. 

PROCESS  T.A.T  W.T  

P1  45 0 

P2  293 203 

P3  261 191 

P4  68 30 

P5  118 63 

 

F. Improved Round Robin Scheduling using 

Dynamic Time Quantum.(IRR ALGORITHM)[6] 

f) Methodology 

Debashree Nayak [6] proposes an algorithm IRR to 

improve the performance of Round Robin. In IRR,for 

each cycle the median of burst time of the processes is 

calculated.Median is calculated using below formula. 

 

where, Y is the number located in the middle of a 

group of numbers arranged in ascending order.  

Then time quantum is calculated using below formula  

T.Q= ( MEDIAN + HIGH B.T ) / 2 

 

Step-1:process arrive in ready queue based on A.T. 

Step-2:sort the process which found in  ready queue. 

Step-3:using above formula find time quantum of B.T  

of process which is placed on ready queue. 

Step-4:now assign this time quantum to all process 

which is loaded in ready queue. 

Step-5:if process B.T-time quantum=0 then  terminate 

that process. 

Step-6:IF process B.T-TIME QUANTUM!=0 then put 

that process at end of ready queue.Continue with step:2 

to step:7 until all process completed. 

Step-7:calculate T.A.T,W.T,NO OF C.S.   

 

Case 1. arrival time is same 

The Gantt chart shown as in Figure  11. 

 
Figure  11. Gantt chart for IRR ALGORITHM [6] for 

same  arrival time of process. 

 

Turn-around time and waiting time for above example is 

calculated in below table. 

PROCESS  T.A.T  W.T  

P1  385 280 

P2  108 48 

P3  408 288 

P4  48 0 

P5  183 108 

 

Case 2. arrival time is different 
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Figure  12. Gantt chart for IRR ALGORITHM [6] for 

different  arrival time of process. 

 

Turn-around time and waiting time for above example is 

calculated in below table. 

PROCESS  T.A.T  W.T  

P1  45 0 

P2  293 203 

P3  200 130 

P4  68 30 

P5  118 63 

 

V. COMPARISON 

 

Section IV describe the all dynamic quantum based  

round robin algorithm All the above described 

algorithms except SRBRR[2], first sort processes on 

ascending order of their burst times.This tends their 

algorithm towards SJF and most of algorithms take 

advantage of optimization of SJF rather than their own 

algorithms. Moreover,the sorting on ascending order is 

itself problam.It is important to note that the time 

quantum calculated by the MRR(Avg)[3] algorithm 

which varies greatly due to possibility of smaller or 

larger differences in execution times of tasks.Hence this 

average may be larger than median of burst times of all 

the tasks giving smaller T.A.T and less number of 

context switches but larger response time and 

W.T.Hence SRBRR algorithm is more stable than the 

MRR(AVG) algorithm if sorting of process is used in 

SRBRR[10].but  in original SRBRR sorting of process is 

not used so its leads to F.C.F.S in case of process arrival 

time is same.SRBRR is perfectly work  if arrival time of 

process is different. The calculation of the time quantum 

of MB[4] algorithm is a computationally intensive task 

that consumes a bulk of time for the calculation of 

Median and the Average of burst times of tasks in each 

cycle..In this section we will see the Comparison of each 

algorithm based on average turn-around 

time(A.T.A.T),average waiting time(A.W.T) and No of  

C.S. 

 

 
 

Figure 14. A.T.A.T and A.W.T of when all process 

arrived at same time(case:1) 

 

 
 

Figure 15. number of context switch when all process 

arrived at same  time.(case:1). 

 

Above Figure 14 and 15 show the comparison between 

A.T.A.T ,A.W.T and NO of C.S for all algorithms which 

was describe in section IV.From above graph we will 

conclude that D.R.R algorithm give the best result 

compare to all other algorithms. It will give best average 

turn-around time and best average waiting time.No of 

C.S is less in SARR algorithm but its leads to FCFS so 

this is not useful. D.R.R[1] algorithm give less number 

of context switch compare to remaining algorithm.  

 

Figure 16 and 17 show the comparison between A.T.A.T 

,A.W.T and NO of C.S for all algorithms which was 

describe in section IV.From above graph we will 

conclude that I.R.R algorithm give the best result 

compare to all other algorithms. It will give best average 

turn-around time and best average waiting time.I.R.R 

algorithm give less number of context switch compare to 

remaining algorithm.  
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Figure 16. A.T.A.T and A.W.T when all process arrived 

at different  time(case:2) 

 

 
 

Figure 17. number of context switch when all process 

arrived at different  time.(case:2) 

 

VI. CONCLUSION 

 

Different scheduling algorithms are reviewed in this 

paper.section IV describe the overall working of all 

dynamic quantum based round robin algorithm.section V 

describe the comparison of all algorithm. At last we 

conclude that D.R.R[1] algorithm is more stable than all 

other algorithm in case of arrival time of all process is 

same and I.R.R[6] algorithm is more accurate than all 

other algorithm in case of different arrival time of 

process. 
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ABSTRACT 

 

Data Mining is the technique to abstract the useful data from the large dataset for different perspectives.  Frequent 

pattern mining has become an important data mining technique to find the frequent patterns from the data set that 

appears frequently. Frequent Pattern Technique is widely used in financial, retail, telecommunication and many 

more. The major concern of these industries is faster processing of a very large amount of data. Various techniques 

and algorithms have been proposed for this purpose. Apriori, FP-tree are the pioneer techniques among them. In this 

paper, we have analysed algorithms for finding frequent patterns with the purpose of discovering how these 

algorithms can be used to obtain frequent patterns over large transactional databases with most efficient way in 

various aspects. This has been presented in the form of a comparative study of the following algorithms: Apriori, 

Frequent Pattern (FP) Growth, dNC-ECPM Algorithm, OCFP–growth, IA-TJ-FGTT(Important Attributes -

Transaction Joining - Frequency Gathering Table Technique).  

Keywords: Data Mining, Frequent Pattern Mining, Apriori, FP-Growth, Erasable Patterns, Close Patterns  

 

I. INTRODUCTION 

 

Frequent patterns are the itemsets that occur with 

frequency which is greater than a user-specified 

threshold. Frequent patterns plays an significant role in 

mining associations, correlations, and many other 

interesting relationships among data in datasets. It also  

helps in data indexing, classification, clustering, and 

other data mining tasks as well. Thus, FPM is an 

important data mining technique and topic for the 

research. 

 

FPM was first introduced by Agrawal etal.[1,2] for 

market basket data analysis in the form of association 

rule mining, which is useful for discovering interesting 

relationships hidden in large data sets. For example, we 

may find a strong relationship, which can be represented 

in the form of association rules or sets of frequent items, 

exists between the sale of diapers and beer because 

many customers who buy Bread also buy Butter. 

 

A. Apriori algorithm  

Agrawal and Srikant [2] noticed an interesting 

downward closure property, called Apriori, among 

frequent k-itemsets: A k-itemset is frequent if all of its 

sub-itemsets are frequent. For this, first scanning the 

database to give the frequent 1-itemsets, then using the 

frequent 1-itemsets to generate candidate frequent 2-

itemsets, by this process frequent k-itemsets can be 

generated for some k. This is the essence of the Apriori 

algorithm[7].Though in many cases, the Apriori 

algorithm reduces the size of candidate sets. However, 

it has two significant disadvantages : (1) generating a 

huge number of candidate sets, and (2) Scanning of 

dataset more number of times. 

  

B. FP-growth algorithm  

Han et al. [3] Proposed an FP-growth method that mines 

the complete set of frequent itemsets without candidate 

generation in less number of Scans. FP-growth follows  

divide-and-conquer method[8]. In first scan of the 

database, it derives a list of frequent items in which 

items are ordered by frequency-descending order. 

According to the frequency- ascending list, the database 

is compressed into a frequent-pattern tree (FP-tree), 
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which retains the itemset association information. The 

FP-tree is mined by starting from each frequent length-1 

pattern (as an initial suffix pattern), which constructs the 

conditional pattern base, then constructing its 

conditional FP-tree, and performing mining recursively 

on such a tree. The pattern growth is achieved by the 

joining of the suffix pattern with the frequent patterns 

generated from a conditional FP-tree. The FP-growth 

algorithm transforms the problem of finding long 

frequent patterns to searching for shorter ones 

recursively and then joining the suffix. It uses the least 

frequent items as a suffix, offering good selectivity. 

Performance studies shows that FP-Growth method 

significantly reduces search time. 

 

The remaining document is organised as follow: In 

Section 2 will represent three different algorithms for the 

mining of frequent patterns in more efficient way. In 

section 3, Comparative study of all this algorithms will 

be represented in tabular format which covers some 

basic characteristics of algorithms with significant 

advantages and disadvantages. Section 4 will cover the 

conclusion with some limitations and future work. In 

section 5, all references will be listed.  

 

II.  LITURATURE SURVEY  

 

As Apriori and FP - Tree have some disadvantages, to 

overcome this paper proposed some novel algorithms 

and techniques for efficient pattern mining.  

  

C. dNC-ECPM Algorithm  

Tuong Le, Giang Nguyen, Tzung-Pei Hong [4] proposed 

an efficient algorithm for erasable closed pattern from 

dataset to reduce Memory Usage and Mining Time.  

Paper mainly focus on the Erasable Closed Patterns 

(ESP) from the dataset. In algorithm first step is to 

identify the  ECPs from the dataset in such a way that 

which doesn't affect the information loss. In second step  

dNC-ECPM algorithm will be implemented for mining 

the ECPs generated in first step. The dNC-ECPM 

algorithm follow the systemic approach to discard the 

erasable close patterns. Initially dNC_set structure is 

defined which consists set of diff. Node Codes Based on 

WPPS–tree(Weight, Pre order, Post Order, Childnodes). 

After successful generation of dNC_set structure, 

algorithm is implemented. The NC_diff algorithm is to 

determine the dNC_set and the relationship of  dNCs(X) 

and dNCs(Y). A node code Ci is an ancestor of another 

node code Cj if and only if Ci.pre-order ≤ Cj.pre-order 

and Ci.post-order ≥ Cj.post-order. The dNC_set 

algorithm to construct WPPC-tree with threshold value 

and determine E1 and generate dNCset of erasable 

patterns from E1. Significant advantage of the 

dNC_ECPM is less memory usage and mining time. 

D. OCFP – Growth Algorithm 

Another approach for efficient frequent pattern mining 

was proposed by team of Hsiao-Wei Hu, Hao Chen 

Chang, Wen-Shiu Lin [5]. To overcome the limitations 

of Apriori algorithm OCFP–growth (Optimized Close 

Frequent Pattern) algorithm was proposed. The 

algorithm is based on the OMIS – tree (Optimized 

Minimum Item Support Trees). In this algorithm for 

Minimum support on the individual items will be 

counted and after that minimum support on the itemset. 

Definition 2: A subset of frequent itemset may be not 

frequent. Definition 3: A subset containing the item with 

the lowest MIS value in a frequent itemset must be 

frequent. The process of to give input OMIS-tree, which 

is a set of frequent item F,MIS of each item in F, where 

the value of k = 2. Output will be the complete set of all 

f’s conditional frequent k-itemset (patterns). After input 

is taken the step by step functions will be implemented. 

In first step OCFP-growth algorithm will be called  with 

MIS-tree by declaring root as a null. Second step is to 

generating the patterns with MIS value. In third step, set 

of the conditional patterns will be constructed. Fourth 

and final step is to add frequent patterns will be added 

into the MIS Tree and run the programs till all 

infrequent patterns are discarded. 

 

E. IA-TJ-FGTT Technique 

Another technique is developed by the Saravanan. Suba, 

Dr.T. Christopher[6] to mine the frequent patterns from 

the large datasets. Algorithm is IA-TJ-FGTT which 

stands for Important Attributes -Transaction Joining-             

Frequency Gathering Table Technique. The technique is 

based on the association rule[7][8] mining method 

which perform pruning, joining operations on the 

attributes. In techniques first important attributes are 

selected from the all attributes. After selecting the 

important attributes duplicate transactions are discarded 

and dataset is reduced. Then transactions are joined. 

After joining the truncation Frequency Gathering 

Table(FGT) is generated which resulting in the Frequent 

Patterns.   
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III. COMPARITIVE STUDY 
 

After evaluating individually now below listed table shows 

the comparative analysis of the all the approaches 

discussed in the paper. comparison  is focused on the 

selected fields like, Technique used by the  algorithm, 

Advantages, Disadvantages, Storage structure, Mining 

Time and Accuracy. 

 

Table 1. Comparative Analysis of various Pattern Mining Algorithms 

 Apriori FP -Growth dNC-ECPM OCFP IA-TJ-FGTT 

Technique Breadth First 

Search  

Divide And Conquer Divide And 

Conquer 

Closed Frequent  

Pattern 

Association Rule 

Mining  

Advantages - Easy to 

Implement  

- Scanning of Dataset 

for Two times only 

- Memory Usage is 

low 

Execution time is less  - get perfect  patterns  

Disadvantages   - Too many scans 

of dataset 

- Require Large 

Memory Space  

- expensive then the 

Apriori 

- not efficient in 

case of Large 

Datasets 

- generating the MIS 

tree is difficult 

- mining time is 

more compare to 

others because of 

more operations  

Storage 

Structure 

Array Tree Tree Tree Array 

Mining Time  More  Less Compare to 

Apriori 

Less than  Apriori 

and  FP -Growth 

Reduced Mining Time 

and Execution 

More as compare to  

dNC-ECPM and  

OCFP 

Accuracy Less Compare to 

others 

Less Compare to 

others 

High in Small 

Dataset 

Low in Large Data 

Set 

Better than other High than all the 

Techniques 

 

IV. CONCLUSION 

 

In this paper, we gave the brief overview of some of the 

existing algorithms and new approaches for the frequent 

pattern mining. Than each individual algorithm is 

compared and analyzed with the remaining algorithms 

by various fields.  The comparison shows that all the 

approaches are efficient in  reducing mining time but up 

to some extent not effective in the accuracy. More 

focused research can be possible in the direction of 

getting accurate and concrete frequent patterns which 

can be utilised for the planning and forecasting.  
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ABSTRACT 
 

Phishing attack uses scam web pages which pretending to be an important website and takes user’s personal 

information such as credit card number, passwords and other sensitive details. Anti Phishing is very 

important for online transactions and user privacy protection. 

In this paper, I have done survey on different methods of phishing detection based on visual similarity and 

also compared them to see better accuracy and correctness with law performance head.  

Keywords: Phishing detection, Visual similarity, Privacy protection 

 

I. INTRODUCTION 

 

Phishing is a form of social engineering attack in 

which attacker steals the sensitive information such 

as credit card numbers and passwords with spoofed 

web pages. Such communications are usually done 

through emails that trick users to visit fraudulent 

websites that collects users’ private information. 

Users use social networks to communicate and share. 

User’s privacy protection has become one of the 

most research issues. 

 

Phishing pages need to lure users by their visual 

appearance. Page contents and page layouts are 

visually similar to the target pages. In a web based 

phishing attack, attacker sets up phishing web pages 

to lure users to input their sensitive information. The 

attacker sends emails or publishes web links on 

social networks that trick users to visit phishing 

pages. As social networks become a convenient 

platform to initial social engineering attacks. 

 

Phishing can be detected by analysis of URLs of 

phishing pages and by analysis of page content 

similarity. Attackers have flexibility in changing 

URL features to evade detection. One key feature of 

phishing pages is that they usually maintain the 

similar visual appearance as their target pages. The 

software classification approaches can automatically 

detect the phishing messages by using white 

list/blacklist, URL based and Content based. 

 

The black/white-list method is the most widely 

deployed anti phishing techniques used in browsers. 

The black/white list methods utilize a blacklist 

consisting of previously detected phishing URLs, IP 

addresses or keywords to classify the web page being 

visited as legitimate or phishing. White list can also 

be used to filter the famous legitimate web pages. 

 

The most widespread blacklists are the Google safe 

browsing API[4] and the PhishTank blacklist[5]. 

Though the blacklist and whitelists are frequently 

updated, they can not deal with zero-hour phishing 

attacks[6]  because the new zero-hour phishing site 

can not be added to the blacklist before it is 

submitted by a victim. The heuristics based methods 

explore some heuristics that exist in phishing attacks in 

reality.  

In content based detection scheme based on the 

visual similarity between a page and other target 

pages. The features used include: text and styles, 
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images in the page, and the overall visual appearance 

of the page. Content based approaches generally 

extract content features of web pages to identify 

suspicious websites. To deal with such evasion 

attempts, some solutions compare images of 

rendered pages to evaluate their visual similarity. 

 

II. LITERATURE REVIEW  

 

A. Visual Similarity based Anti-phishing with the 

combination of Local and Global Features[1] 

The algorithm is proposed by the Yu Zhou, Yongzheng 

Zhang , Jun Xiao, Yipeng Wang, Weiyao Lin, year 

2014. 

 

In this paper, they proposed a novel visual similarity 

based phishing detection method purely on image level 

by combining global and local features of the Web page 

image pair.  

 

The global image feature is extracted only in the visible 

region of the whole Web page, not in the overall Web 

page. 

 

The flowchart of their proposed approach is illustrated in 

Figure 1, which includes two steps. 

 

The first step is logo detection. First, the snapshot of the 

suspected Web page and the logo image of the protected 

Web page are input.  

 

In each image, the Speeded Up Robust Features (SURF) 

[7] detector is used to detect key points which represent 

the characteristics of the corresponding image. Then, the 

SURF descriptor is generated for each image. These two 

sets of key points are matched according to the 

Euclidean distance. The matched key point pairs are 

then filtered, and good matched points are reserved. 

 

Based on the good matched key points, if the suspected 

Web page contains the target logo, a homography matrix 

can be found and the region that the logo locates can be 

extracted. The second step is the global similarity 

computation. The suspected Web page snapshot and the 

protected Web page snap shot are cut to the visible 

regions, and two images correspond to the visible 

regions are obtained. For each result image, they follow 

the work to extract signature, and the EMD distance 

between two signatures is taken as the global similarity 

score. 

 
Figure 1. Flow chart of proposed approach [1] 

 

If the suspected Web page snapshot contains the logo of 

the protected Web page and the global similarity score is 

beyond to the threshold, the suspected Web page is 

classified as the phishing Web page. In other words, the 

local and the global similarities are combined 

sequentially. In the next two Sections, the logo detection 

and the global similarity computation are respectively 

introduced in detail. 

B. Bait Alarm: Detecting Phishing sites using 

similarity in fundamental visual features[2] 

This algorithm is proposed by Jian Mao, Pei Li, Kun Li, 

Tao Wei, and Zhenkai Liang, year 2013. 

 

In this paper, they proposed a solution, Bait Alarm, to 

efficiently detect phishing web pages. Page layouts and 

contents are fundamental feature of web pages’ 

appearance. Since the standard way to specify page 

layouts is through the style sheet (CSS), they developed 

an algorithm to detect similarities in key elements 

related to CSS. 

 

They implemented Bait Alarm in a Google Chrome 

extension. 

The overall architecture of the Bait Alarm extension is 

shown in Figure 3.  
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Bait Alarm includes three main components: Pre-

Processor, Layout Monitor and Network Library. 

The Pre-Processor consists of Page Filter, DOM, and 

HTML Parser. After a web page is loaded, the Page 

Filter checks it over. If the web page has been loaded 

before, it does not need further analysis. If the loaded 

page is new and contains some specific UI (e.g., login 

form), the Page Filter triggers the detecting process. The 

HTML Parser and the DOM extract the layout 

information of the suspicious page. When the user inputs 

personal information, such as Login ID, the browser 

holds the page and the Pre-Processor sends the layout 

information to the Layout Monitor. The Layout Monitor 

consists of a Layout Model Builder and a Similarity 

Checker. When the Layout Monitor gets the layout 

information of the suspicious page from the Pre-

Processor, the Layout Model Builder models them into 

“comparison-unit” and sent them to the Similarity 

Checker, together with additional page features (e.g., 

page domain, etc.). After the Similarity Checker gets the 

comparison unit of the suspicious page, it searches the 

Network Library for the victim pages feature model 

(comparison unit) indexed by the same personal 

information that has been inputted by the user before.  

 
Figure 2. Architecture of Bait Alarm 

 

If the Similarity Checker does not find the matched page, 

then it informs the browser to release the page and treat 

it as a new registering web site. The Similarity Checker 

reports the page information and its layout model to the 

Network Library. 

If the Similarity Checker finds the matched page and 

gets layout model and additional page information. The 

checker calculates the similarity score of the pages and 

outputs the decision based on their similarity score and 

additional page information. In this scheme, if a page’s 

similarity score is less than the preset threshold, the page 

is innocent. Then browser releases the page and the 

Similarity Checker reports the page information and its 

layout model to the Network Library. Otherwise, the 

Similarity Checker checks additional page information 

to make the decision. 

 

The checker will submit the related information to the 

Network Library and inform the browser to pop up a 

warning page. The Network Library maintains the user’s 

surfing history information (e.g., URL, layout model, 

etc.), Whitelist/Blacklist and a “Personal Info-Historical 

Page Mapping Table”. The table is used to search for the 

victim pages based on users’ information captured by 

the browser.  

C. Utilisation of website logo for phishing 

detection[3] 

This algorithm is proposed by Kang Leng Chiew, Ee 

Hung Chang, San Nah Sze,Wei King Tiong, year 2015. 

Even though anti-phishing methods based on textual 

elements receive more attention, it has some limitations. 

Using a graphical element, especially the logo, is 

important. This will compensate for the limitations faced 

in textual-based methods, and will make the detection 

more robust. They use a logo image to determine the 

identity consistency between the real and the portrayed 

identity of a website. Consistent identity indicates a 

legitimate website and inconsistent identity indicates a 

phishing website.  

 

The proposed method consists of two processes, namely 

logo extraction and identity verification. The first 

process will detect and extract the logo image from all 

the downloaded image resources of a webpage. In order 

to detect the right logo image, they utilise a machine 

learning technique. Based on the extracted logo image, 

the second process will employ the Google image search 

to retrieve the portrayed identity.  

 

Since the relationship between the logo and domain 

name is exclusive, it is reasonable to treat the domain 

name as the identity. Hence, a comparison between the 

domain names returned by Google with the one from the 

query website will enable them to differentiate a 

phishing from a legitimate website.  
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Figure 3. Framework of System [2] 

 
The proposed method involves two main processes: logo 

extraction and identity verification. A logo extraction 

process will extract the logo from the query website. 

Based on the extracted logo, the identity verification 

process will evaluate the consistency between the real 

identity and portrayed identity of the query website. If 

the identity is consistent, the query website is legitimate, 

and vice versa. 

 

Consistent identity means that the real identity and the 

portrayed identity are identical. The real identity can be 

obtained from the domain name of the query website. 

Whereas the portrayed identity can be retrieved from a 

database which entry has logo matches to the extracted 

logo.  

 

Since the relationship between the logo and domain 

name of a website is exclusive, any mismatch is an 

indication to the phishing attack. Clearly, a complete and 

up-to-date database of different website logos with the 

corresponding domain names is needed. Maintaining 

this database effectively alone is impossible. Hence, 

they utilised Google Images as a source of the 

knowledge database. The first page of the search result. 

Next, a domain comparison sub process will parse from 

the first and third elements of the search result. After 

that, this sub process will extract only the domain name 

from each of the URLs and compare them to the domain 

name of the query website. They have taken the liberty 

to refer to the name which excludes the TLD (top level 

domain) and any sub domain as the domain name. For 

example, the domain name for 

http://www.mydomain.com is my domain. If the 

comparisons return at least one match, this method will 

classify the query website as legitimate. Otherwise, it is 

classified as a phishing website.  

 

As for the limitation in the logo detection sub process 

mentioned above (i.e., when multiple images of logo and 

non-logo are returned), this method will repeat the 

identity verification process for each image, and 

aggregate the comparison results. Similarly, this method 

will classify the query website as legitimate if the 

aggregated comparisons return at least one match.  

To fully utilise the Google Images database, authors 

employed the content-based image retrieval feature from 

the Google image search facility. It allowed them to 

retrieve the portrayed identity of a query website from 

the vast image database. This is depicted as a Google 

image search sub process. The output from the Google 

image search sub process is the search result which 

includes elements.  

 
D. Use of HOG Descriptors in Phishing detection[4] 

This method is proposed by ahmet Selmen Bozkir and 

Ebru akcapinar Sezer in year 2016. 

 

This paper proposed to evaluate and solve this problem 

by leveraging a pure computer vision based method in 

the concept of web page layout similarity. Proposed 

approach employs histogram of oriented gradients 

descriptor in order to capture cuse of page layout 

without the need of time consuming intermediate stage 

of segmentation. 

 

This system was designed to detect zero – day phishing 

attacks.  

 

For the following reasons, HOG descriptors were 

preferred in this study: 

(i) HOG descriptors are able to capture visual cues of 

overall page layout 

(ii) They are able to provide a certain degree of 

rotation and translation invariance. 

Extracting HOG descriptors require three main steps: 

(i) Gradient computation: 

Grid of equal sized cells is obtained by dividing 

the image. 

(ii) Orientation Binning 

For each pixel, gradient vector is converted to an 

angle and orientation bins are built according to 

angle ranges. 

(iii) Block normalization 

Normalized histograms are concatenated and final 

descriptor is formed. 

 

This system consists of two modules. The first module 

so called “wrapper”, was designed and implemented in 

order to find out effective page boundaries and taking a 

screenshot of web page. 
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Second module called as “Hogger” was implemented in 

order to take JPEG file and output a concatenated HOG 

feature vector. 

 

a. Identifying Region of Interest: 

The “wrapper” window was precisely set for taking 

1024 pixel wide screen shots. At next stage, crop the 

portion below 1024 pixels. For the cases where height of 

web page is lower than 1024 pixels, apply a dominant 

color detection method for filling the empty lowest part 

in order to have full square input image. In this way, 

input mages were generated concerning the existing 

dominant color in web page. Finally the output image 

will be converted to grayscale in order to increase the 

gradient computation accuracy. 

 

b. Revealing the Cues of Page Layout via HOG 

Descriptors 

In order to reveal the appropriate cell size this system 

applied two different grid configurations. In first 

configuration (HOG128), the input image consisting of 

1024  1024 pixels was divided into 8   8 cells having 

side length of 128 pixels. 

 

For the second configuration (HOG64), the side length 

of square sized cells is reduced to 64 pixels which totally 

results 16   16 grid. 

 

By use of these two types of grid configuration, it aimed 

to understand and evaluate the levels of details. 

 

c. Use Case Scenario 

First collect URLs of legitimate pages LPi which have 

potential phishing risk and the layout signature of the 

LPi is stored in legitimate corpus database along with its 

root domain. Once all the pages which need phishing 

detection were loaded to the central corpus, a suspicious 

page SPj can be checked against the legitimate corpus in 

order to verify whether it has a high similar legitimate 

target. During the verification process, Histogram 

Intersection Kernel (HIK) is employed as a similarity 

metric.   

 

E. A Computer vision technique to detect Phishing 

Attacks[5] 

The algorithm is proposed by Routhu Srinivasa Rao, 

Syed Taqi Ali, year 2015, India. 

 

In this paper, they proposed a novel solution to defend 

zero-day phishing attacks. Their proposed approach is a 

combination of white list and visual similarity based 

techniques. They used computer vision technique called 

SURF detector to extract discriminative key point 

features from both suspicious and targeted websites. 

Then they are used for computing similarity degree 

between the legitimate and suspicious pages. 

 

The basic idea of their proposed solution is described 

below. 

1) Maintain a legitimate image database consisting of 

all popular website screenshots along with their 

URLs (whitelist). 

2) Obtain the accessed URL and do comparing with 

whitelist of URLs. 

3) If comparison is successful URL will be considered 

as Innocent and no further checking will be 

required. This removes the extra overhead of 

comparison of legitimate website display. 

4) If the given URI is not found in the white-list then 

SURF algorithm is applied on the suspicious 

website screenshot and legitimate image database. 

5) Extract the SURF features from both suspicious 

website screenshot, image database and compare 

for similarity check. 

a) If similarity score is greater than the threshold, 

webpage is considered as suspected. 

b) If similarity score is less than threshold, URL is 

considered as innocent. The domain will be the 

part of white-list in next update. 
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III. COMPARISION 

Research Paper No. Merits Demerits 

1. Purely work on image level 

Can achieve over 90% TP rate and 97% TN rate. 

Some phishing web pages do not 

contain the official logo which 

results in the failure of logo 

detection and then these pages are 

classified as normal.  

2. Better than white list based techniques. Needs to be enhanced. 

3. Use logo images to determine the identity 

consistent between the real identity and the 

portrayed identity of a website. 

The captured screenshot is the actual rendered 

web content, which means there is no other 

hidden image. 

Need enhancement of the logo 

extraction process with a more 

effective logo detection algorithm. 

4. An efficient and fast phishing page detection 

scheme 

Can be enhanced by providing 

image content invariance. 

5. Combination of white list and visual similarity 

based technique 

Used SURF detector 

Needs to improve the 

computational cost and accuracy 

cost. 

 

IV. CONCLUSION 
 

Phishing is a most popular attack used by attackers 

to collect sensitive information from users. We 

surveyed paper on phishing attack based on visual 

similarities and from that we conclude that CSS 

based phishing detection are more efficient and 

faster in compare of other methods. 
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ABSTRACT 
 

The Internet of Things (IoT) provides connectivity for everything and everyone. The IoT can be considered as the 

future evaluation of the Internet that realizes machine to machine (M2M) learning. Security and privacy are the 

main issues for IoT applications and facing some enormous challenges. This paper analyses the security architecture 

and security requirements of IoT as a whole and privacy protection, trust management is being discussed with the 

help of RFID which is explained in detail with all its consequences and also shown its application in different areas. 

Keywords: Internet of Things (IoT), Security, Radio Frequency Identification (RFID), machine to machine (M2M). 

 

I. INTRODUCTION 

 

Internet of Things (IoT) is an ecosystem of connected 

physical device that are accessible through the internet, 

i.e. objects that have been assigned an IP address and 

have the ability to collect and transfer data over a 

network with automatic assistance or intervention. 

Nowadays, IoT is widely applied to social life 

applications such as smart grid, intelligent transportation, 

smart security, and smart home [1]. The IoT is 

considered as the future evaluation of the Internet that 

realizes machine-to-machine (M2M) learning [2]. The 

basic idea of IoT is to allow autonomous and secure 

connection and exchange of data between real world 

devices and applications [3]. The IoT links real life and 

physical activities with the virtual world [4]. The 

numbers of Internet connected devices are increasing at 

the rapid rate. These devices include personal computers, 

laptops, tablets, smart phones, PDAs and other hand-

held embedded devices. Most of the mobile devices 

embed different sensors and actuators that can sense, 

perform computation, take intelligent decisions and 

transmit useful collected information over the Internet 

[5]. Using a network of such devices with different 

sensors can give birth to enormous amazing applications 

and services that can bring significant personal, 

professional and economic benefits [6]. The IoT consists 

of objects, sensor devices, communication infrastructure, 

computational and processing unit that may be placed on 

cloud, decision making and action invoking system [7]. 

The objects have certain unique features and are 

uniquely identifiable and accessible to the Internet. 

These physical objects are equipped with Radio-

Frequency Identification (RFID) tags or other 

identification bar-codes that can be sensed by the smart 

sensor devices [6]. The IoT is a hot research topic that is 

getting increasing popularity for academia, industry as 

well as government. Many European and American 

organizations and multinational companies are involved 

in the design and development of IoT to achieve 

different type of useful and powerful automated services 

[1]. 

 
Figure 1. Applications of IoT [27] 
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Smart city, smart energy, smart transportation, smart 

health, smart agriculture, and many more areas of IoT 

are generating curiosity among world's population as 

shown in the figure 1. Smart surveillance, automated 

driving, smarter electricity management systems, urban 

security and environmental monitoring all are examples 

of internet of things applications for smart cities [28]. 

RFID 

Radio frequency identification system (RFID) is an 

automatic technology and aids machines or computers to 

identity objects, record metadata or control individual 

target through radio waves. The RFID technology was 

first appeared in 1945, as an espionage tool for the 

Soviet Union. Main advantage of the RFID is the 

automated identification and data capture that promises 

wholesale changes across a broad spectrum of business 

activities and aims to reduce the cost of the already used 

systems such as bar codes [10]. 

 
Figure 2. Perceptual Layer Devices [15] 

 

The IoT can be viewed as a huge network consisting of 

networks of devices as shown in the figure 2 and 

computers connected through a series of intermediate 

technologies where numerous technology like RFID’s, 

wireless connections may act as enablers of this 

connectivity [8]. 

1) Tagging Things: RFID trace and addresses the 

real-time item. 

2) Feeling Things: Sensors collects data from the 

environment 

3) Shrinking Things: Miniaturization and 

Nanotechnology has provoked the ability of 

smaller things to interact and connect within the 

smart devices or ―things‖. 

4) Thinking Things: Embedded intelligence in 

devices thorough sensors has formed the 

network connection to the Internet. 

This paper will cover the security architecture of IoT 

(section II), security requirements in IoT in context 

of RFID (section III) and conclusion (section IV).  

 

II. SECURITY ARCHITECTURE OF IoT 

 

In general, the IoT can be divided into four key levels 

[9]. Figure 3 shows that the level architecture of the IoT 

[34]. 

 

 
 

Figure 3. Layered Architecture of IoT 

 

A. Perceptual Layer:The most fundamental level is the 

perceptual layer (otherwise called recognition layer), 

which gathers a wide range of data through physical 

gear and distinguishes the physical world, the data 

incorporates object properties, environmental condition 

and so on; and physical equipment incorporate RFID per 

user, a wide range of sensors, GPS and different types of 

equipment. The key segment in this layer is sensors for 

catching and representing the physical world in the 

digital world.  

 

B. Network Layer: The second level is network layer. 

Network layer is responsible for the transmission of 

information from perceptual layer, classification, initial 

processing of information and polymerization. In this 

layer the information transmission is depend on several 

basic networks, which are the International Conference 

on Computer Science and Electronics Engineering. 

Internet, satellite nets, wireless network, mobile 

communication network, network infrastructure and 

communication protocols are also essential to the 

information exchange between devices. 

 

C. Support Layer: The third level is support layer. 

Support layer will set up a reliable platform for the 

application layer, on this platform all kind of intelligent 

computing powers will be organized through cloud 

computing and network grid. It plays the role of 

combining application layer upward and network layer 

downward. 

 

D. Application Layer: The application layer is the 

topmost and terminal level. Application layer provides 

the personalized services according to the user’s 
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requirements. Users can access to the internet of thing 

through the application layer interface using of personal 

computer, television, or mobile equipment and so on. 

Management and network security play an important 

role in above each level. 
 

III. SECURITY REQUIREMENTS 

 

 
Figure 4. Security requirements in each level [34] 

 

We can summarize the security requirements for each 

level in the following layers, as shown in Figure 4. 

 

A. Perceptual Layer: At first node authentication is 

necessary to prevent illegal node access, secondly to 

protect the confidentiality of information transmission 

between the nodes, before the data encryption key 

agreement is an important process in advance and data 

encryption is absolute necessity. The stronger are the 

safety measures the more is consumption of resources to 

solve this problem lightweight encryption technology 

becomes important, which includes Lightweight 

cryptographic algorithm and lightweight cryptographic 

protocol. At the same time the authenticity and integrity 

of sensor data is becoming research focus. 

 

B. Network Layer: In this layer existing 

communication security mechanisms are difficult to be 

applied. Identity authentication is a kind of mechanism 

to prevent the illegal nodes, confidentiality and 

internality are of equal importance, and thus we also 

need to establish internality mechanism and data 

confidentiality. Besides distributed denial of service 

(DDoS) in the network and is particularly severe in the 

internet of thing, it is necessary to prevent the DDoS 

attack for the vulnerable node is another problem to be 

solved in this layer [14]. 

 

C. Support Layer: Support layer needs a lot of the 

application security architecture such as secure 

multiparty computation and cloud computing, almost all 

of the strong encryption algorithm and stronger system 

security technology, anti-virus and encryption protocol. 

 

D. Application Layer: To solve the security problem of 

application layer, we need two aspects. One is the 

authentication and key agreement across the 

heterogeneous network, the other is user’s privacy 

protection. In addition, education and management are 

very important to information security, especially 

password management [25]. 

 

A. RFID Components For IoT 

 

 
Figure 5. Components of IoT system [26] 

 

RFID consist of different components like tags, readers 

and application, as shown in Fig. 5. 

1. Transponder/Tags (transmitters/responders): The 

tag is a microchip connected with an antenna, 

which can be attached to an object as the 

identifier of the object. 

2. Readers (transmitters/receivers): The RFID reader 

communicates with the RFID tag using radio 

waves. 

3. Application system 

 

B. SECURITY ISSUES OF RFID TECHNOLOGY 

AND SOLUTIONS 

RFID (Radio Frequency Identification) is a non-contact 

automatic identification technology, which can automatically 

identify the target tag signal to obtain relevant data, 

identifying the process does not require manual intervention, 

and can work in harsh environments [11][38]. While RFID is 

widely used, it exposes a lot of problems as follows [36] 

 

a. Uniform coding currently there is no uniform International 

encoding standard for RFID tag. The EPC (Electronic Product 

Code) standard supported by European and The most 

influential standards are the UID (Universal Identification) 
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standards supported by Japan. It may cause problems that 

errors may occur in the reading process or the reader cannot 

obtain access to the tag information. 

 

b. Conflict collision as multiple RFID tags may also transmit 

data information to the reader at the same time, which may 

cause the reader not able to get data correctly [12]. Using the 

anti-collision technique can prevent multiple tags from 

transmitting information to the reader simultaneously. RFID 

conflict collision can be divided into two categories: tags’ 

collision and readers’ collision [15]. When a large number of 

labels are in the reader’s working scope, and the reader cannot 

access to data correctly, this is called tags’ collision. IoT 

requires wide range of RFID sensor coverage, and multiple 

readers’ cooperative work is particularly important, but the 

working scope of reader overlaps. So information may 

become redundant which increases the burden on the 

transmission of network. This is called readers’ collision. 

Different collisions have different solutions. Currently, tag 

anti-collision algorithm has been studied adequately, but 

research for reader anti-collision algorithm is not enough. 

Reader anti-collision algorithm is mainly divided into 

solutions based on the scope-based and time-base solutions 

[16, 17]. The main idea of the scope-based anti-collision 

algorithm is to try to avoid overlapping of reader work scope 

to achieve the purpose of reducing the conflict zone, but this 

solution requires an additional central control area to calculate 

the working scope between the readers, which increases the 

complexity and cost [18]. 

 

C. RFID PRIVACY PROTECTION 

Low cost tags led to RFID’s limited resources, such as weak 

computational capabilities and low storage capacity, thus it 

requires lightweight solutions for privacy protection, which 

includes location privacy and data privacy. 

 

a. Data Privacy: RFID security and privacy technologies can 

be divided into two categories: physical-based schemes and 

password-based schemes, the former sends deactivation kill 

command, block tags, signal interference etc. The later 

includes schemes such as hash locks [19], random hash lock 

[20], anonymous ID [21], re-encryption [22]. Different 

organization styles for IoT require different ways of privacy 

protection agreement. A compromise solution for data privacy 

issues is to store less important information in RFID tag, and 

store important information in the up level service. 

 

b. Location privacy: Although RFID tags do not store 

important information, but hackers can still get the tag ID 

information for the purpose of tracking the position of the tag 

[23]. For example, when a reader equipped with vehicle 

GNSS information reads a tag’s information, it can easily 

obtain the approximate location information of the tag 

according to its effective operational range. 

D. TRUST MANAGEMENT 

Trust management in IoT, we must take node privacy more 

seriously. So we need to introduce trust management into IoT 

RFID system. Trust management exists not only just between 

the RFID tags and readers, but also between the base stations 

and the readers. In trust management field digital signature 

technology is of great usage. It has been used for device 

authentication, data authentication and data exchange between 

different applications for a long time. Protocols and 

cryptographic algorithms play important roles for digital 

signature technology. While standard cryptographic 

algorithms and protocols require storage space and computing 

resources more than the available resources of RFID tags, so 

RFID authentication algorithm must not only take into 

account security and privacy issues, but also consider the tag 

storage and computing power. Limited resources of RFID tags 

would be the focus of ongoing research and complexity of 

security. Above all, uniform encoding, conflict collision, 

privacy protection and trust management are four typical 

technologies for the security issues of RFID. With uniform 

encoding standard, we encode tag information uniformly, 

which can maximize information exchange. With a good 

conflict collision resolution technology, minimize potential 

data interference and we can make RFID readers read 

information correctly. With a good lightweight data privacy 

protection, we have helped protect data privacy and location 

privacy. Finally, with appropriate trust management 

algorithms, we can enable trust management for reader’s/ 

RFID tags, base stations and readers [14]. 

. 

IV.CONCLUSION 

 

We have focused on the security architecture and 

security requirements of IoT, We concisely reviewed 

security in the IoT and requirements from four layers’ 

perceptual layer, network layer, support layer and 

application layer. For perceptual layer RFID technology 

is of great importance, we analyzed the security issues of 

RFID technologies and their corresponding solutions 

including: Uniform Coding, Conflict Collision, RFID 

Privacy Protection, and Trust Management. This paper 

will help to analyse the IoT major security issues for 

research and development. 
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ABSTRACT 
 

The paper provides insights of various machines learning algorithm that could be helpful in deriving the dynamic 

pricing of resources in cloud. Currently machine learning has impact on many IT and non IT sectors. At the same 

time because of great change in computing from on premise to cloud computing many big companies has opted 

cloud computing in which resources are provided on demand basis via internet. On the basis of resource usage 

machine learning algorithm help to predict the future demand and also help in deciding the price of resource at the 

time of request (spot request). 

Keywords: Cloud Computing, Cloud Pricing, Machine Learning Algorithms 

 

I. INTRODUCTION 

 

One of the aims of machine learning algorithms is prediction. 

Like linear regression, multiple regression algorithms help 

various sectors to increase profitable opportunities by 

forecasting demand. Forecasting can be based on the past data 

sets. As cloud services are delivered on demand basis the 

future demand of recourses can be forecast by using these 

machine learning algorithms and new pricing model can be 

derived. 

 

The paper has started with cloud computing and its pricing 

policies(1.1), brief about machine learning algorithm and its 

categories(1.2), literature surveyed on machine learning 

algorithm is represented under heading(2), conclusion(3).  

 

1.1Cloud Computing and pricing policies:  cloud computing 

are the services provided over the internet, like other utility 

consumer needs to pay the bills as per the consumption. There 

are various layers of services provided by cloud like software 

as a service (SaaS), platform as a service (PaaS), 

infrastructure as a service (IaaS) etc are presented in Table-1. 

 

The major reasons for the companies opting cloud is security, 

scalability, fast data recovery etc. Big cloud providers are 

Amazon (AWS), Google (Google cloud), Microsoft, IBM etc.  

 

Table 1. Service model 

Service Model Name Description Providers Services 

Software as a Service 

(SaaS) 

Cloud provider delivers its 

software as a service to be used by 

the customer on demand. 

Google Google doc 

Microsoft Microsoft Office 

Salesforce CRM 

in LinkedIN 

Platform as a service (PaaS) Provider’s delivers application 

development tools in addition to 

services for testing, deploying, 

hosting and maintaining 

applications. 

Google AppEngine 

Microsoft Azure 

Salesforce Heroku 

Amazon web 

services 

Elastic Beanstalk 

IBM Bluemix 

RedHat OpenShift 
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Infrastructure as a Service 

(IaaS) 

Providers provides users with 

physical and virtual resources that 

satisfies the requirement of the user 

applications in terms of CPU, 

memory, operating systems and 

storage 

Amazon  EC2,S3 

Google Google compute 

engine 

Microsoft Windows Azure 

IBM IBM SmartCloud 

Enterprise 

 

The cloud providers have their own policies to charge 

for the services like Amazon has on demand pricing, 

reserved pricing and auction based. 

With On-Demand instances, user pays for compute 

capacity by the hour with no long-term commitments or 

upfront payments. User can increases or decreases their 

compute capacity depending on the demands of the 

application and only pay the specified hourly rate for the 

instances they use. [1] 

 

Reserved Instances provide you with a significant 

discount (up to 75%) compared to On-Demand instance 

pricing. In addition, when Reserved Instances are 

assigned to a specific Availability Zone, they provide a 

capacity reservation, giving you additional confidence in 

your ability to launch instances when you need them. [2] 

Auction pricing was proposed by Amazon EC2 which 

whether or not a subscriber obtains the VM depends on 

the price it offers. It is also known as dynamic pricing. 

Auction based pricing is fair for both customer and 

service provider because the price is set as per the level 

of demand and supply [3]. In auction pricing there are 

two terms first spot price and second bid price. 

 

For using spot instance the customer can request for 

instance (spot request). Request contains the bid price 

also. If the bid price is greater than the spot price the 

resource will be allocated to the customer immediately 

otherwise it will be allocated when price of spot become 

less than the bid price. 

 

 

Table 2. Cloud Resources 

Sr# Name of family Instance 

Name 

Description 

1 General purpose M4,M3,T2 Memory to CPU ratio 

suitable for most 

general purpose 

applications. 

2 Compute 

Optimized 

C4,C3 More CPU than RAM 

for compute sensitive 

applications. 

3 Memory 

Optimized 

R3,R4 Larger size for memory 

intensive applications. 

4 GPU P2 Parallel processing for 

3D graphic capability 

using OPENGL. 

5 Storage L3,L2 For data warehousing 

Above Table 2 represents some example of resources 

provided by AWS. 

 

1.2 Machine Learning-Machine learning is the branch 

of computer science that concerned with generating such 

algorithms that takes input from the historic 

data(training data set) and make prediction based on it. 

One of the examples is Amazon’s algorithms that 

recommend item based on items you have purchased 

before 

There are mainly three types of machine learning 

algorithm as shown in Fig-1. Supervised machine 

learning, unsupervised learning, reinforcement learning. 

Supervised learning is algorithm in which there are 

training data labelled data is given.  

Currently most industry uses the supervised learning to 

achieve the work well known algorithm in this category 
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are artificial neural network (ANN), linear regression, 

support vector machine (SVM),deep learning based 

CNN (convolutional neural network) and 

RNN(Recurrent neural network) 

architectures .Unsupervised is same without labelled 

data. K-means clustering is an example of unsupervised 

algorithm still most of the unsupervised algorithms are 

under the area of research. Reinforcement learning is the 

algorithm in which machines are forced to learn and take 

appropriate action contextually. It is mostly used in area 

of AI. 

 

In recent years a London based start up which is later 

acquired by the Google, Deepmind achieve the major 

breakthrough in the area of AI by using the 

reinforcement learning algorithm. The company 

developed the algorithm which beats the highest score 

by human in 50 plus games. The summary of various 

machine algorithms is presented in Table: 3 (Machine 

learning algorithms). 

 

These algorithms help the cloud provider to predict the 

price of the resources at the time of bidding. 

 
Figure 1. Categories of Machine learning algorithm [4] 

 

 

 

 

 

II. METHODS AND MATERIAL

 

Table 3. Machine learning algorithms 

Sr 

No. 

Name of 

Algorithm 

Description Mathematical 

model 

Applications Advantages Limitations 

1. Linear 

Regression 

[5] 

Supervised learning 

technique to predict 

the outcomes in 

quantitative way. Its 

work on the basis of 

error minimization 

technique to fit the 

linear model.  

0 1( )h x x     

0 , 1 are 

parameters 

 

Cost function 

0, 1

( ) ( ) 2

1

( )

1
( ( )

2

m
i i

i

J

h x y
m



 







 

Evaluate the trend 

in the business 

and help in 

forecasting future 

demand. 

It is useful when 

there is a liner 

relationship 

between dependent 

and independent 

variable. 

It is limited to linear 

relationship only. 

It is predicting numeric 

output only. 

2. Multiple 

Regression 

[6] 

It is extended 

version of linear 

regression model to 

predict the outcomes 

of more than one 

variables 

0 1( )h x x     

0 , 1 are 

parameters 

 

Cost function 

0, 1

( ) ( ) 2

1

( )

1
( ( )

2

m
i i

i

J

h x y
m



 







 

Predict the 

multivariable 

outcomes/multi 

classification 

problems. 

Used in market 

research.  

It is useful when 

there is a liner 

relationship 

between dependent 

and independent 

variable. 

It is limited to linear 

relationship only. 

It is predicting numeric 

output only. 
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3. Decision 

Tree[7] 

In decision tree 

outcome is based on 

the combination of 

conditions. 

Entropy 

2 2log logp p q q   

 

Entropy for each 

branch is calculated 

to get the gain or 

decrease in entropy. 

 
( , )

( ) ( , )

Gain T X

Entropy T Entropy T X




  

Used in bank for 

loan processing, 

in finance for 

option pricing 

It finds the most 

important feature in 

data sets, easy to 

understand. 

Complex for the large 

data set. 

4. Naive Bayes 

classifier [8] 

Naive Bayes 

classifier works on 

the basis of bayes 

theorem to predict 

the outcome of 

posterior probability 

from the prior   

probability. 

( | )

( | ) ( ) / ( )

P c x

P x c P c P x



 

Sentiment 

analysis, 

document 

categorization-

mail spam 

filtering 

It is well when the 

input variables are 

categorical, 

converges faster, 

requiring relatively 

little training data 

than logistic 

regression 

 

It works under the 

assumption of Markov 

chain that means the 

current outcome 

depends on only the 

previous outcome. 

 

y(t) outcome depends 

on    y(t-1) 

5. Artificial 

Neural 

Network 

(ANN) [9] 

ANN is method 

which has input unit 

hidden units and 

output unit’s weights 

to predict the 

outcomes. Mainly 

work on the basis of 

back propagation 

algorithm and 

gradient decent 

optimizer. 

derivative = output * 

(1.0 - output) 

 

error = (weight_k * 

error_j) * 

transfer_derivative(o

utput) 

 

weight = weight + 

learning_rate * error 

* input 

Very good to 

solve the 

classification 

problem and 

pattern analysis 

Easy to understand 

and produces good 

classification 

results. 

- 

6. 

 

K-means 

clustering 

[10] 

It is well known 

unsupervised 

learning algorithm to 

make the cluster/ 

label from the data.   

It’s a generative 

algorithm which 

works iteratively.  

- It is used by the 

most of the search 

engine like 

Google to cluster 

WebPages by 

similarities of 

their content. 

It does not required 

labelled data. 

Missing variate  

values cannot  

be handled  

by this algorithm. 

7. Support 

vector 

machine 

(SVM) [11] 

It is a supervised 

algorithm, it can be 

helpful in analysing 

the data for 

regression as well as 

for classification 

Depends on the 

selection of kernel. 

Recognition of 

hand written 

characters, image 

classification.  

It represents the 

data in latent space. 

It performs well for 

image data. 

 

Computationally 

complex as compare to 

ANN. 

8. Hidden 

Markov 

Model 

(HMM) [12] 

Hidden Markov 

model work on the 

basis of Markov 

chain assumption, 

state transition 

probability and     

emission transition 

probability. 

θ=sequence of state 

o=sequence of 

observation 

0 1q q =(start, final) 

A=state transition 

probability 

B=emission 

probability 

C=initial state 

probability 

compute probability 

model 

(A,B,C) 

Language 

translation, 

pattern 

recognition, 

language 

modelling 

It reveals the 

hidden features of 

given sequential 

data set. 

Complex to understand 
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9. Deep learning 

[13] 

Deep learning 

algorithms are deep 

neural networks 

which work on the 

raw data sets. DNN 

automatically select 

the best suited 

features to perform 

the task.  

There are different 

architectures to deal 

with different types 

of problems. 

Classification 

Problems, 

Pattern 

recognitions, 

Speech 

recognition, 

Natural language 

processing, 

Object detection, 

etc.  

No need of manual 

feature engineering. 

It selects the 

feature 

automatically from 

data sets and 

performs the task. 

It is computationally 

very expensive and 

need lot of training 

data set as well. 

 

III. CONCLUSION 
 

As there are different cloud service provider in the 

market and the boom of the cloud, IT companies has 

opted cloud. According to the behaviour of the company 

adoption of cloud the above machine learning algorithm 

can predict the future demand of cloud resources and 

help the provider to drive the new pricing policies. Each 

algorithm has its advantage and limitations; it can be 

found which will give the best result by implementing 

WEKA (Waikato Environment for Knowledge Analysis) 

[14] and other tools. Authors [15] compared various 

supervised learning algorithms.  
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ABSTRACT 

 

Now days every age group people use online shopping to complete their daily needs. In this research proposal 

researcher tries to improve TAM model of Mobile commerce for searching of product. For that researcher first 

conduct an online survey using Google forms to find the factors associated with mobile commerce. By performing 

statistical analysis researcher calculate load factors associated with these factors which will used to update the class 

relationship of defined ontology of product for mobile commerce. Researcher will tries to compare various heuristic 

search algorithms and find out the best algorithm for defined ontology. Finally researcher will try to apply query 

based search for available ontology and updated ontology and prove that search results are better in updated 

ontology. The research proposal finally provides output as a recommendation engine for mobile commerce based on 

heuristic approach. 

Keywords: Online Shopping, Survey, Analysis, Mobile Commerce, Ontology, Heuristic Search 

 

I. INTRODUCTION 

 

I am a Full time PhD. Candidate of Gujarat Law Society 

(GLS) university, Ahmedabad, India. I have started my 

PhD work in July 2015 with primary data collection for 

smart phone and Mobile commerce usage in India using 

Google forms. I have collected 335 responses in major 

states of India like Uttar Pradesh, Gujarat, Maharashtra, 

Karnataka and Madhya Pradesh. The primary data 

collection method is questionnaire. The mode of filling 

this questionnaire is through Google Forms. The target 

audiences are smart phone users who do mobile 

shopping. 

 

Several cross-tabulations have been used in the 

questionnaires in order to simultaneously record the 

responses across more than one variable/response sets 

for meaningful analysis of the concerned issues. As the 

data available for various mobile commerce websites are 

in binary form, there is a strong need to collect primary 

data. 

 

There are two types of search algorithms: Blind and 

uninformed, used for ontology based product structure. I 

have done a comparative study and found that Heuristic 

search algorithms which are part of uninformed 

algorithms provide optimized results than blind search 

algorithms. There are various heuristic algorithms 

available in market. Most cited heuristic algorithms are 

Travelling salesman Problem (TSP), A*, Ant Colony 

optimization and Genetic algorithms (GA). 

 

Currently I try to compare above four algorithms for my 

training data set/ontology and find which best suited 

algorithm for my work is. After choosing the Algorithm, 

I try to add some relationship in the available product 

ontology and check is there is any improvement in 

search results after updating in ontology. I have finalized 

my research topic. My research proposal topic is 

“Heuristic Search based recommendation engine for 

product of mobile commerce”. 
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Figure 1. Example of M-commerce product (Cloth) 

Ontology 

 

II. CONTEXT AND MOTIVATION 

 

In India number of mobile phone users grows with rapid 

rate due to low cost mobile phones with better 

configuration and fast data access in low cost. Due to 

availability, personalization and location based services 

mobile commerce is used in India by every age people. 

In India younger age people (below 35) is 75% which 

plays important role in the growth of online shopping 

users. There are various key factors which plays 

important role in success of Mobile commerce. These 

are accessibility, entertainment, reliability, mobility, 

externality and reciprocity [11]. By the end of year 2017 

it will be expected that 3 billion Smartphone’s and 1 

billion tablet users Worldwide [15]. This implies that 

Mobile commerce is hot topic for future research. 

 

The research on Mobile-commerce buying behavior 

trends aims to contribute in the following areas: The 

research provides findings and suggestions useful for 

online shopping applications providers for providing 

recommendation of product. The research tries to 

establish the relationship between Mobile users buying 

behavior and demographics. The main objective of this 

research is tried to update the class relationship of 

product ontology which is helpful to provide better 

search in mobile-commerce environment. 

 

III. LITERATURE REVIEW  

 

3.1 Related Work- Mobile-Commerce  

Mobile commerce is a platform where user can purchase 

product with the use of mobile device connected through 

wireless data connection [11]. The difference between 

online shopping and mobile shopping is that in mobile 

shopping customer use handheld (mobile) devices while 

in online shopping they can use both mobile and fixed 

devices like pc [12]. In Smartphone’s we see that 

technology is upgraded day by day with minimum cost. 

With effect that mobile commerce market is now in 

boom and major companies are investing in that [13]. 

Traditional shopping model are applicable only for 

personal computer users. For mobile shopping different 

models are used such as Technology acceptance model 

(TAM) [14]. In mobile shopping users get better offers 

on product as compared to traditional shopping with 

effect number of users who uses 

 

3.2 Related Work- Ontology 

As the number of internet users grows exponentially, 

size of database of World Wide Web (WWW) also 

grows exponentially. It is very difficult to search in huge 

database manually [5]. So organization of database is 

major concern as one query has different meaning but 

we want the correct result. Patil, 

 

Aradhana R., and Amrita A. Manjrekar was combined 

the concepts of Ontology, text feature extraction and 

hierarchical clustering to provide proper information 

retrieval [6]. Now a day’s web pages are the major 

sources of text documents for example: Digital Library. 

To apply searching there is a need of homogenous 

cluster of text. Harmony search is a algorithm which is 

based on heuristic function which produce optimized 

result of given query [7]. Kuznetsov, V. A., V. A. 

Mochalov, and A. V. Mochalova proposed an algorithm 

which automatically updates the ontology basing using 

some expert rules and logical inference. They use the 

PHREK algorithm for frequent pattern matching [8]. If 

we want to create ontology we must aware about rules, 

relationships and attributes of classes very precisely. 

Cheng, Bo, Shengda Zhong, and Junliang Chen 

proposed an expert system for multimedia conferencing 

management [9]. 

 

3.3 Related Work- Heuristic search algorithms 

Heuristic search is a technique of artificial intelligence 

which is used for problem solving. Traditional search 

algorithms like BFS and DFS produce very slow results, 

while heuristic algorithms provide quick and precise 

result of given query. Heuristic algorithms are generally 

used for recommendation system which used 

collaborative filtering to provide precise result. 
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Peñaranda, Cristian, et al. proposed recommendation 

system for online cooking recipe based on ontology 

[10]. There are various researchers who work on 

extracting the text and converting it in ontology based 

representation. Then there is a need to apply heuristic 

algorithm like harmony search, A* and simulated 

Annealing for the problem defined to achieve precise 

result of query. 

 

IV. STATEMENT OF THESIS/PROBLEM 

 

The research is related to the computer science branch. 

In the thesis researcher try to satisfy the following 

hypothesis for the primary data analysis to show the 

relationship between different attributes of mobile 

shopping: 

H1: There is no significant relationship between Gender 

and expenditure done in mobile shopping. 

H2: There is a significant relationship between category 

of item purchased and payment method opted by Indian 

consumer in mobile shopping. 

H3: There is no significant difference between 

population means of gender. 

H4: There is no significant difference between 

population means of yearly income. 

H5: There is no interaction between gender and yearly 

income. 

 

After completing the primary analysis researcher try to 

develop ontology of product for mobile shopping. Using 

MATLAB tool they try to identify the best heuristic 

search algorithm for the defined ontology of product. 

Generally heuristic search algorithms used Euclidean 

distance and Manahan distance to find the goal in graph. 

In this research, researcher tries to modify heuristic 

function and associate load factor to find the result of 

defined query 

 

V. TEST OF HYPOTHESIS 
 

To test the hypothesis authors collect the 335 responses 

of mobile shopping customers using Google forms and 

apply various statistical methods like Chi-square test, 

ANOVA, correlation etc. 

 

H1: There is no significant relationship between 

Gender and expenditure done in mobile shopping [2] 

Authors take expenditure done in mobile shopping and 

Gender of consumer to test the H1 and get the below 

results of Chi-square test. 

chisq.test(tab, correct=T) 

Pearson's Chi-squared test       data:  tab 

X-squared = 4.2519, df = 4,   p-value = 0.373 

The results of study show that Gender is dependent on 

the expenditure done in mobile shopping at 95% 

significance. 

 

H2: There is a no significant relationship between 

category of item purchased and payment method 

opted by Indian consumer in mobile shopping [3]. 

Authors take two questions from questionnaire.  

1) Type of product purchased 

2) Payment method opted to purchase that product. 

 

To test H2 authors apply chi-square test of independence 

and get the below results. 

 

Pearson's Chi-squared test       data:  tab 

X-squared = 50.862, df = 28,   p-value = 0.005174 

The results of test have P-value 0.005174 which is less 

than 0.05. It shows the rejection of H2.  

These results conclude that there is a relationship 

between category of item purchased and payment 

method opted for that product. 

 

H3: There is no significant difference between 

population means of gender [4]. 

To test H3 authors apply two way ANOVA to find 

association between demographic factor gender with 

income of consumer in mobile shopping. The following 

results come in the form of ANOVA table given below 

SOURCE SUM 

OF 

SQUA

RES 

DF MEAN 

SQUA

RES 

F SIG H0 

Gender 8.46 1 8.45

85 

6.069

0 

0.014

27 

Accepted 

H1 

 

The results of above table shows the significance value 

of 0.01427 which is less than 0.05, means acceptance of 

H3. We can conclude from above that the there is no 

impact of gender on yearly income. 

 

H4: There is no significant difference between 

population means of yearly income [4]. 

To test H4 authors apply two way ANOVA to find 

association between demographic factor gender with 
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income of consumer in mobile shopping. The following 

results come in the form of ANOVA table given below 

SOURCE SUM 

OF 

SQUA

RES 

DF MEA

N 

SQUA

RES 

F SIG H0 

yearly 

incom

e 

84.

44 

4 21.

108

90 

15.1

458 

2.29

4e-

11 

Accepte

d H4 

Results from above table we may conclude that there is a 

there is no impact of yearly income on gender of mobile 

commerce consumers. 

 

H5: There is no interaction between gender and 

yearly income. 

SOURCE SUM 

OF 

SQUA

RES 

DF MEAN 

SQUA

RES 

F SIG H0 

gender 

*yearl

y 

income 

2.88 4 0.72

09 

0.51

73 

0.72

310 

Reje

cted 

H5 

 

From the above table we conclude that there is no 

influence of gender and yearly income towards 

shopping habit 

 

 

 

 

 

VI. RESEARCH GOALS & METHODS 

 

To collect primary data for satisfy the defined 

hypothesis in previous section researcher conduct an 

online survey about “usage and perception of Indian 

customer for Mobile commerce”. Main aim to conduct 

survey is to find out some important parameters that 

should be included in Mobile commerce model. From 

the survey we conclude that page navigation, payment 

method, organization of product, image based search 

should be improved. Researcher selects the parameter 

organization of product that should be improved in 

TAM of m-commerce. For that researcher want to 

update ontology of product To apply the search 

mechanism in ontology, from literature I found that 

Heuristic search is better .I decide to first develop my 

heuristic function and apply various heuristic algorithm 

such as best first search, Beam search and A* and 

compare the results. After comparison I want to find out 

the best suited algorithm for my heuristic function using 

tool MATLAB. Then I try to propose an improved TAM 

model for M-commerce. To complete the thesis 

researcher proposed a flow of research as a flow chart 

representation. In this flow chart researcher present a 

stepwise approach to complete thesis. There is always 

probability that our defined hypothesis not satisfied. For 

that researcher provides alternatives to satisfy the 

defined hypothesis. 

 
Figure 2. proposed flow of research 
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VII. DISSERTATION STATUS 
 

Now a day’s Indian online market is very competitive. 

To sustain in market it is very important to satisfy 

customer needs. As a part to analyze this researcher 

conduct an online survey to know the customer 

perception about mobile shopping and smart phone 

usage. From the collected data researcher published 

contribute the following research paper which are 

published in IEEE/Springer and presented in 

international conference. 

1. Survey of smart phone and mobile commerce 

usage in India [1]. 

2. Impact of consumer gender on expenditure done in 

Mobile shopping using test of independence [2]. 

3. Dependency between type of product purchased 

and payment method opted by Indian consumer in 

mobile shopping [3]. 

 

Association between shopping habit and demographics 

of mobile commerce users in India using two-way 

ANOVA [4]. 

 

To provide the better recommendation of product in 

mobile shopping, researcher find out the heuristic 

algorithms provide optimal result than blind search 

algorithms. 

 

Researcher now try to do a comparative study to 

heuristic search algorithms like TSP, A*, Genetic 

algorithm and try to find out the best searching 

algorithm for ontology of product for mobile commerce. 

After finalize the algorithm, researcher try to update the 

ontology class relationship and prove that after changing 

the relationship the search algorithm gives better results 

than previous ontology of product. 

 

This result is helpful to update the technology 

acceptance model (TAM) of mobile commerce. Till now 

I have completed draft version of three chapters of my 

thesis, which are 1) Introduction to research 2) Mobile-

Commerce and user behavior analysis and 3) Role of 

Recommendation system in Mobile shopping. 

 

VIII. EXPECTED CONTRIBUTIONS 
 

The expected outcome researcher wants from this 

research is to develop a heuristic approach based search 

engine for mobile commerce product. For searching 

researcher tries to use statistical approach i.e. load factor 

based search. 
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ABSTRACT 
 

Applications designed for Internet of Things (IoT) needs support of interoperable physical infrastructure, 

communication protocols, data storing and managing techniques and user-friendly interface. IoT is not as simple as 

the TCP/IP suite where protocols and communication structure are fixed.The key challenge for IoT is to have a 

standardized framework to connect any ‗thing‘ to an IoT network. Here the major challenge is of heterogeneity of 

objects. Many researchers have tried to propose different frameworks to support IoT applications. This paper 

surveys different types of IoT frameworks proposed to help get insight about IoT trends and future scope for smart 

water metering system. 

Keywords: IoT; framework; Smart Water Metering; Architecture 

 

I. INTRODUCTION 

 

Use of Internet has increased exponentially in the last 

decade or so. Approximately half of the world's 

population uses Internet 0. Similarly deployment of IoT 

based applications is increasing rapidly now. The idea of 

IoT is to form an Internet of computing devices or 

objects with sensors which are connected with 

computers or mobile phones, operated or monitored by 

human beings. IoT can be expressed as a wireless 

network layer on top of the Internet where millions of 

things are continuously tracked, monitored and managed 

by people all over the world. It is said that by the year 

2020 more than 50 billion objects will be joining this 

network [34]. 

 

IoT technology has been widely used in different sectors 

like, Healthcare, Agriculture, Education, Industrial and 

many more [1][12]. Different applications of IoT like 

Smart building, Smart board teaching, Smart Meters, 

Smart Parking, Smart Tracking, Smart Health, 

Intelligent Traffic Management, Environment 

Monitoring, Waste Management, Air Quality 

Monitoring, Smart Lighting and others have been 

proposed and implemented. Smart water metering is one 

of the upcoming applications of IoT[3]. 

There are many different frameworks available in the 

market for IoT applications as well as researchers are 

trying to propose more and more frameworks suitable 

for IoT applications[9][22][29][29][31][32][33]. In this 

paper we have done survey of different frameworks with 

the focus of suitability for smart water metering system. 

Section II contains related work, Section III contains 

present situation for the deployment of smart water 

meters in India. Section IV concludes with the future 

thoughts and upcoming challenges. 

 

In today‘s hi-tech era people don‘t have time to do all 

the tracking and monitoring tasks on daily basis. IoT 

connects different types of devices, objects and people 

together to communicate and exchange data or 

information to solve many problems which make 

theroutine easy and simple. Planning and scheduling of 

task can also be done easily if our objects are on internet. 

We can synchronize daily activities without stressing 

our mind. As a result there are technological 

developments going on for Things Identification 

Mechanism (Tagging Objects / Addressing Things), 

Wireless sensing mechanism (Sensors / RFID), 

Embedded Systems (Microprocessors / OS), Data 

Management Technology (Data Mining / Big Data) 

[24][26] 
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Basic Architecture of IoT: 

Internet of Things can be referred as machine-to-

machine interaction with secure connectivity, 

appropriate infrastructure, large amount of data transfer, 

computation, storage and analytics for converting data to 

information for people and businesses [23].Layered 

model for IoT is similar to the one shown in fig.1. 

 

 
Figure 1. Layered Model for IoT 

 

Description of layers Error! Reference source not 

found.[5]: 

1. Object Layer: Physical objects / sensors, of IoT are 

connected at this layer. Large amount of data are 

generated at this layer and from there digitized data 

are send to the abstraction layer using a secure 

channels. 

2. Abstraction Layer: Data gathered from the objects 

are sent to the service management layer using 

different connectivity/communication services of the 

internet.  

3. Service Management Layer: Provides a middleware 

for facilitating IoT applications to run on different 

hardware platforms. 

4. Application Layer: This layer provides high quality 

smart services to customers depending on their 

request.  

5. Business Layer: This layer manages system 

activities and services. It is responsible to build 

abusiness model to support decision support system 

based on Big Data analysis. 

 

II. METHODS AND MATERIAL 

 

When we talk about Internet we have different types of 

networks like Wired Network, Mobile Network, Sensor 

network and so on but there the nodes are of same type 

and are using same methods and protocols to exchange 

data to communicate in between. But when we say 

Internet of Things, the main challenge is of 

heterogeneity of objects and their communication 

techniques and the physical connections[27].  

 

Due to an incredible advancement in IoT services, 

different frameworks based on interoperability hardware, 

data exchange methods, low power communication with 

cloud services, data compression and security have been 

proposed by researchers[6][7][28]. 
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For the IoT implementations a conceptual layered 

structure is needed to serve as a support for building 

applications [2]. The IoT framework should provide 

interrelation between objects at physical layer, operating 

system / mainframe support, communication mechanism 

and application programming interface standards etc. 

The Internet of Things Middleware framework joins 

different components together for enabling smooth 

communication between objects or devices or people in 

the network. The IoT interface provides the interaction 

between the Internet and Things. [14][17] 

 

Many enterprises and alliances have come up with 

different IoT frameworks or Platforms to increase the 

connectivity of the devices / objects into the cloud/ 

network services. These frameworks and platforms 

provide interoperability among devices and powerful 

analytic power for the applications to build on [11]. 

Some frameworks also provide value added services like 

security and authentication to access the data from 

different applications of IoT [17][21]. Here the survey is 

carried out from two perspectives that are commercial 

frameworks / open source frameworks and frameworks 

proposed by researchers. 

Commercial frameworks used by some of the 

organizations are proprietary solutions. They provide 

their components and technologies for a specific 

problem.  

 

Maven Systems [39] uses a device called WiArt which 

is used as a wireless connectivity module and collects 

data from the smart meters using GSM. This data are 

sent to the data concentrator using GPRS. They provide 

cloud storage for collected data and different 

management reports can be generated. Maven systems 

have their own mesh topology in which communication 

occur using ISM bands. 

 

Sensus[40] have SensusRF as a LPRF wireless 

connectivity module. Other solutions are Connit[41][42], 

IoTSens[43], WebNMS[44], Smarter Homes [45]. Many 

proprietary solutions are available in the market. Table 1 

shows comparison of few of them. 

 

 

Table 1. Comparison of Commercial solutions for smart water metering 

 

 Maven Sensus Connit IoTSens WebNMS 

Data collection/ 

connectivity 

devices 

WiART, 

Wireless 

connectivity 

module 

(LPRF), GSM 

based smart 

metering modul 

Sensus RF, 

Wireless 

connectivity  

module (LPRF), 

GSM/GPRS/3G  

Blue Pulse Mini, 

Blue Pulse XL2i, 

LPRF (SigFox), 

GSM/GPRF 

communication 

Watchmeter Data 

Logger, 

Limnimeter, 

Wireless 

connectivity (2.4 

GHz), GSM 

Based 

connectivity 

Devices are 3rd 

party (flow meter, 

pressure meter), 

Connect to 

gateway over 

RS232, 

MODBUS, 

GSM/Ethernet 

connectivity from 

gateways 

Data 

concentrator 

units 

Wireless 

(GPRS)/Wired 

(Ethernet) Data 

Concentrator 

Units, Walk 

by/Hand held 

data collector 

units also 

available 

GPRS / Ethernet 

based data 

collection, Hand 

held collection 

units also 

available 

GPRS/3G/Ethernet Not specified by 

provider 

Not specified by 

provider 

Meter data 

management 

(cloud software) 

Close storage, 

Reporting 

Close storage, 

Reporting 

Close storage, API 

export, Reporting 

Not specified by 

provider 

Cloud storage, 

Alerts, 

notification, 

analytics/reporting, 

Rule based process 

automation 
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Meter types/ 

integration 

Analog and 

Digital inputs 

Not specified by 

provider 

Pulse meters Not specified by 

provider 

Not specified by 

provider 

Communication 

Technologies 

Maven 

SmartMesh 

(Mesh 

topology) on 

ISM Band - 

Works on 433 

MHz, 865-868 

MHz 

(802.15.4g) 

SmartMesh 

using wired 

connectivity 

- UART, TTL, 

RS232, RS485 

ZigBee (on 2.4 

GHz) 

Mesh topology 

on ISM Band 

- Works on 433 

MHz, 868 MHz 

(902 MHz in 

USA) 

ZigBee (2.4 

GHz) 

Star topology 

using SigFox on 

ISM Band 

- 868 MHz (902 

MHz in US) 

SigFox, 

LoRa/LoRaWAN 

- Works on 433 

MHz, 868 MHz 

(902 MHz in US) 

ZigBee (2.4 

GHz), WiFi (2.4 

GHz), Bluetooth 

(2.4 - 2.485 

GHz), NB-IoT 

(Narrow Band 

IoT), M2M 

(Data, SMS, 

Voice) using 

GSM network 

REST, SNMP, 

MQTT, SOAP, 

XML 

Limited Open source frameworks are available in the 

market [18]such as Open Source Grid Platform, Open 

Meter Project etc. but they do have some loopholes 

which are under research by the researchers [15][16] 

OSGP (Open Smart Grid Protocol) is supported and 

maintained by OSGP Alliance. They have developed a 

generic, scalable and independent 'Internet of Things' 

open source platform. Using this platform, smart objects 

can be easily connected, controlled and monitored. The 

platform can also help simulate development of smart 

solutions like Smart Water Metering. As it is open 

source, it can be used for our own applications and 

devices with reduced time and development cost. 

Weakness of OSGP[15][16]: 

1. RC4 algorithm is used for encryption in which 

stream cipher have known IVs  so attackers can 

easily break WEP within seconds 

2. Weak Digest function that may allow meet-in-

the-middle attack by sending NACK for wrong 

digest 

3. Sending unsecure broadcast message for 

firmware updates 

4. Session key is the same as master key for 

encryption, so it is fairly exposed to a number of 

attacks, and a compromise of this key is possible 

Jan Sliwa[26] has proposed a generalized framework for 

data exchange between objects of IoT system. Here he 

has analyses different types of data and provided 

classification for IoT data exchange schemes. There is a 

general structure and a support platform structure where 

a Data Broker, the main system element which will 

manage data among different types of recipients. 

Kevin Laubhan et.al.[17]have presented a framework for 

low power data transmission from sensors to cloud. Here 

the node architecture has a low power microcontroller 

which will collect data from the sensors and the regional 

hub will be collecting data from the node architecture. 

The cloud architecture will provide efficient data 

processing and accessibility. The author still has to find 

different methods of node deployment to maximize 

coverage area, and optimize scheduling algorithm for 

minimizing energy usage. 

Neeharika Cherukutota et.al.[10]has proposed an IoT 

framework for smart water meter reading system. They 

have used a Mediatek cloud sandbox and RESTfull web 

services to communicate between water meters and 

cloud. 

Enrique Carrillo et.al [8]has proposed a framework for 

smart systems where computational power needed by 

the system is provided by the cloud services. The 

proposed framework uses Arduino integrated 

development environment for managing and monitoring 

things connected in the network. Raspberry PI work as a 

main gateway controller for all Arduino andMicrosoft 

Azure cloud services are used for computational power. 

Mohammed ShahanasK., andDr.BagavathiSivakumar P. 

[25] have proposeda framework for a smart water 

management system in the context of smart city 

initiatives inIndia. They have tried to provide cloud 

based cost effective solution for data transmission and 

management. 
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Sanchez, Tomas, et al [24] have implemented an Adhoc 

network with clustering of objects and proposed a 

framework for improving network lifetime in collecting 

data.  

Lloret, Jaime, et al[18] has also proposed a three layered 

communication architecture. They also says that 

proprietary solutions for meter communications cannot 

be suitable for all types of smart meters as there is a lack 

of standardization in communication protocols which 

can provide better interoperability among smart meters. 

 

III. DISCUSSION 

 

In this section we have a discussion related to the 

present situation for the deployment of smart waters in 

India. Water scarcity has become a serious threat to the 

globe. So we need some smart systems that will 

continuously measure the water usage and will help the 

utility companies in proper decision making. Manual 

meter reading is not just waste of human resources but 

also inconvenient and inaccurate. Many researchers have 

given solutions for Automated Meter Reading Systems 

in many countries. We would like to connect all water 

meters into the internet through the IoT as a global 

solution towards smart city. By the year2020 life will 

become easier with the help of all automated things. 

Almost all the things will be interacting with each other 

and human interaction will be negligible for the task of 

daily routine. Using smart water meter we can minimize 

the human load by taking automatic meter reading and 

sending it to the utility office for further decision 

making and generating bill. It will also helpful to the 

customers to know their real time water usage and can 

get the actual bill in time.  

 

Smart water metering is defined in[29] as the system 

where smart meters provide meter reading data by 

monitoring water usage and transfer the consumption 

data frequently to the utility office, where it is integrated 

with the business system, like Billing System and the 

information is also shared with the customers via SMS 

or web portal. Using smart meters the water 

consumption data can be gathered automatically without 

physical visit by a human. Smart water meters can be 

used to find the solution for the problems like, Water 

losses, water quality, disasters and drought. Basic 

Components of Smart Water Metering System are 

defined by[12][13]. Fig 2 shows the basic components 

of smart water metering. 

 
Figure 2. Smart Water Metering System Components 

 

Smart Water Meter components are used in such a way 

that they can solve many problem of routine life related 

to water. Like Waste water management, Prevention of 

water losses due to leakage problem, Managing water 

quality and water level etc.. To achieve this goal we 

require a generalized framework architecture which can 

help easy and efficient implementation of smart water 

metering system.Many researchers have tried to give a 

generalized framework for IoT applications. Where 

Neeharika[10] has proposed an architectural framework 

for IoT based water meter. 

 

Shahanas[25] has proposed an architecture for 

implementing smart water monitoring system. It 

includes basic three units . 1. Collecting water level 

from the tanks using sensors, 2. Transmit the data to a 

centralized server using Arduino and Raspberry Pi. 3. 

Visualizing the data through a web interface and also in 

the cloud using Ubidots cloud Platform. SMS and email 

alert system are also included as a part of user interface. 

Ankith S et.al.[4]have proposed a design of smart water 

flow meter system for India. They have designed a 

prototype using HTTP Compatible CoAP based 

monitoring and control system. They have compared 

their system with the other [18][19][20] smart water 

meter reading systems and automated meter reading 

systems which are using ZigBee wireless technology for 

communication between water meters and base stations 

and data concentrators. In their proposal they have used 

6LoWPAN protocol for wireless communication and 

they have tried to prove that it has more advantages over 

ZigBee. They stated that 6LoWPAN is more suitable for 

IoT based applications because using 6LoWPAN 

protocol sensor networks can be directly connected to 

the Internet without IP conversion. Proposed system‘s 
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prototype is simulated using ContikiOS, MySQL 

database and visual studio for web application which 

provides GUI to the users for the interpretation of usage 

data in the graphical way. 

Table 2 shows comparison of the frameworks proposed 

by various researchers with respect to metering 

components and major IoT challenges. 

The comparison shows that most of the proposals are all 

vertically defined according to the situation and need. 

Some are talking about communication protocols; some 

are talking about data gathering techniques. Further 

there are different solutions for water flow measuring, 

leakage management, billing patterns, cloud 

computations etc…but not a single solution provides 

flexible, generalized framework which can be suited for 

any scenario at any location for the implementation of 

smart water metering system. Hence it is required to set 

a framework in which any type of smart water metering 

system implementation becomes easy. 

 

Table 2. Comparison of Frameworks 

 Smart Water Metering Components IoT Major Challenges 

Proposals Sensing 

Technique 

Channel 

Acquisition & 

Communication 

Mechanism 

Data 

Gathering 

and 

Analyzing 

Interoperability Scalability Security 

3 X   X X X 

4    X X X 

5    X X X 

6   X X X  

7 X X  X X X 

29  X  X  X 

31 X X   X X 

32 X X   X X 

33 X X X  X X 

 

As shown in Table 2, major IoT Implementation 

challenges are Interoperability Scalability and security. 

When we talk about smart water metering system, there 

may be different water meters communicating with each 

other as well as may send or receive data to other 

devices I the Internet, so Interoperability requirement is 

must. Apart from that, as the residential and commercial 

area will increase, smart metering range must be 

increasing with same communication speed and 

accuracy so that will be a big challenge. And last but not 

the least is the security. When user‘s personal device 

information is shared in the Internet, security is the main 

concern of an individual. 

IV.CONCLUSION 
 

The study of IoT framework concludes that no common 

framework can be used to develop any type of IoT 

applications or to deploy any system under IoT network. 

The main issue of the available IoT architectures is lack 

of full interoperability, privacy and security. Due to 

heterogeneity in IoT frameworks they have many 

network related problems like, channel allocation, 

routing mechanism, interface design and so on, many 

organizations and researchers are trying to build a 

uniform architectural framework that can fulfil the 

technical need for IoT. So, there is a strong requirement 

of a generalized framework to deploy a smart water 

metering system under IoT. 
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ABSTRACT 
 

Data Aggregation is a vital technology to save energy in Wireless Sensor Network (WSN). Data aggregation has 

been recognized as an competent method to reduce energy consumption by dropping the number of packets sent. 

For data aggregation solutions, different topologies are created to aggregate the data. For e.g. line, chain, cluster and 

tree. In this paper, our focus is on tree based data aggregation. There are different methods of tree formation for tree 

based data aggregation techniques. Most of them do data aggregation efficiently in homogeneous networks but not 

in heterogeneous networks. Many different applications can be deployed together in WSNs and packets generated 

by different applications have different attributes. These packets from different applications cannot be aggregated. 

To make data aggregation more efficient in heterogeneous networks, Attribute and Energy aware tree formation is 

introduced. In this routing approach, any node will select parent of same type and having higher residual energy and 

there are more chances of aggregation between same type of packets so that data aggregation can be efficient even 

in heterogeneous networks. 

Keywords: Wireless Sensor Networks, Data Aggregation, Attribute Aware, Tree based Data Aggregation, 

Heterogeneous Networks  

 

I. INTRODUCTION 

 

A. Wireless Sensor Network 

A Wireless Sensor Network  is having  a  no. of wireless 

sensor nodes which form a sensor field and a sink node. 

These sensor nodes, having the abilities to sense their 

surroundings and perform some computation and 

communicate wirelessly [1].  

 

There is a limitation of size and battery power, these 

devices typically have limited storage capacity, limited 

energy resources, and limited network bandwidth. Data 

propagates via wireless links in the network and wireless 

transmission is extremely expensive when compared to 

local processing of data. 

 

Many different types of sensors available like thermal, 

visual, infrared, acoustic and they monitor a wide variety 

of environment conditions like humidity,  temperature, 

lightning condition,  pressure,  soil makeup,  noise levels 

and  characteristics such as speed, direction, and size of 

an object. WSN applications are in many areas like 

emergence surveillance [2],  environment monitoring 

[3], target tracking [4], military, health, home, space 

exploration, chemical processing, disaster relief, and 

other commercial areas [6]. 

B. Data Aggregation in Wireless Sensor Network 

Data aggregation refers to acquiring data from the sensor 

nodes to the gateway node. Data aggregation reduces the 

power consumed during data transmission between the 

sensor nodes [7]. 

 

The sink node is secure as it has unlimited energy 

available and the sensor nodes are having limited energy 

and are unsecured. The sensory information collected by 

these nodes is sent to the Gateway node through 

Wireless hop by hop transmissions and it is aggregated 

at intermediate sensor nodes to conserve energy by using 

suitable aggregation function on the data  received. The 
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reduction in network traffic and energy consumption on 

sensor nodes is achieved by data aggregation as in [1, 9]. 

 

To make easy deployment it is required that sensor 

devices are inexpensive, small in size but having long 

lifetime. So, protocols for sensor networks need to be 

designed vigilantly and limited resources like energy, 

storage and computation should be used efficiently. The 

Data Aggregation in WSNs can be classified into five 

basic types: 1) Centralized Data Aggregation 2) Cluster 

Based Data Aggregation 3) Multipath Data Aggregation 

4) Tree Based Data Aggregation 5) In Network Data 

Aggregation [12]. 

 

C. Tree based Data Aggregation 

In the tree-based approach, aggregation is performed by 

constructing an aggregation tree as shown in Figure 1, 

which is mostly a minimum spanning tree, where root is 

the sink node and leaves are the source nodes. 

 
Figure 1. Tree based data aggregation  

 

Each node has a parent node to forward its data. The 

data flow starts with leaves nodes up to the sink and the 

aggregation done by parent nodes [5]. 

 

Here Tree based data aggregation techniques are 

explored for further study and in tree based approach, 

most of the available techniques works with 

homogeneous networks only, which consists of  only 

one type of sensor nodes. Research work has been 

started in attribute aware tree based approach for data 

aggregation in heterogeneous networks in wireless 

sensor networks [17].  

 

 

 

II.  MOTIVATION AND RELATED WORK 

 

A. Motivation 

In Wireless Sensor Networks, sensor  nodes first collect 

the  data,  aggregate the data and  then transmit  it  to the  

gateway node directly or indirectly with  the  help  of 

other sensor nodes. Tree based data aggregation protocol 

works with homogeneous networks only while in real 

life, many times WSN is a heterogeneous network. 

Current schemes do not provide efficient data 

aggregation in heterogeneous environment. Here 

heterogeneous environment represent two or more 

application running on same network. 

 

It is found that attribute aware aggregation is very much 

required for heterogeneous networks which should be 

explored more for research work. As here when there are 

two applications which are sensing different type of data 

are always finding the same path, which is statically 

predefined. In this case, if any node tries to select the 

parent node of its type then aggregation can be 

performed efficiently and overall network lifetime can 

be increased. 

 

B.  Related Work 

The data sampled by the same type of sensors have more 

redundancy since the sensor nodes are usually quite 

dense in wireless sensor networks. To make data 

aggregation more efficient, the packets with the same 

attribute, defined as the identifier of different data 

sampled by different sensors, such as temperature 

sensors, humidity sensors, etc., should be grouped 

together [8]. 

 

Data aggregation is performed at intermediate nodes in 

tree-based routing protocols, and a brief representation 

of data is transmitted to the root node, i.e. sink. One of 

main tasks for tree-based scheme is to construct an 

energy efficient data aggregation tree. Since the tree 

constructed in advance is static, most tree-based 

schemes can only be suitable for applications in which 

source nodes are known. 

 

In the following section, we focus on some of tree based 

routing protocols separately  which works well in 

homogeneous networks by reviewing the main concepts 

and briefly commenting on the pros and cons of each 

scheme. 
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1)  TAG - The Tiny Aggregation Approach:  TAG [13] 

is a data-centric protocol. Tiny Aggregation 

algorithm uses the routing scheme which consists of 

two phases: 1) The distribution phase, where queries 

are scattered to the sensor nodes 2) The collection 

phase, where the aggregated sensor readings are 

routed up the aggregation tree. After the tree is 

constructed, the queries are sent along with the 

structure to all nodes in the network. TAG uses the 

selection and aggregation database query languages 

(SQL). During the data collection phase, because of  

the tree structure, each parent has to wait for data 

from all of its children before it send the aggregated 

data. TAG may be ineffective for dynamic topologies 

or link/device failures. As the topology changes, 

TAG has to rearrange the tree structure, that means it 

is expensive in terms of energy consumption. It only 

supports homogenous networks. 

2)  EADAT - Energy Aware Distributed Heuristic: 

EADAT is an energy-aware distributed heuristic 

algorithm [15] to construct Data Aggregation Tree in 

WSNs and also maintain it. In this approach, the node 

having higher residual energy level has the higher 

probability to become non-leaf  and that is parent tree 

node, as the number of alive nodes are more the 

network lifetime. It  does not supports aggregation 

for different type of sensor reading packets.  

3)  PEDAP - Power Efficient Data gathering and 

Aggregation Protocol: PEDAP [16] constructs a 

minimum spanning tree considering transmission 

overhead as the link cost, and thus each 

communication round consumes less energy. It is  

expensive to reconstruct the spanning tree for every 

communication round. Does not support aggregation 

in heterogeneous environments. 

4)  ADA - Attribute aware Data Aggregation scheme: 

Nearly all of the existing tree based data aggregation 

scheme work suitably in homogeneous environment 

but rarely considers the impact of diversity, including 

diverse sensors or different applications in the same 

WSN [16]. This scheme provides routing based on 

type or attribute of nodes. 

 
 

Figure 2. Basic idea of ADA scheme[17] 

As shown in Figure 2, it illustrates a typical tree-based 

routing protocol consists of the shortest path tree rooted 

at the sink with metric such as hop-count. The static and 

predetermined routing protocol hardly adapts to  

heterogeneous environment. Routing in ADA  improves 

aggregation efficiency even in heterogeneous 

environment. Here Energy of node is not considered 

while selecting parent for maintaining a tree.  

 

 

III. IMPLEMENTATION AND RESULTS 

 

A. Flow of work done 

For research work, we developed two tree formation 

techniques for using as performance measures of data 

aggregation efficiency. 

 

a) Shortest path tree : This scheme will select any 

parent node from all possible parent nodes which has 

one lesser level than its level in tree. So it is a static tree 

formation technique which takes in consideration only 

distance of parent node. 

 

b)Attribute and Energy aware tree : This scheme will 

select any parent node of its similar type from all 

possible parent nodes which has one lesser level than its 

level in tree and it also considers residual energy while 

selecting parent node from all possible parent of similar 

types and which is enhanced ADA (Attribute and 

Energy aware Data Aggregation scheme). 

 

This ADA program decides parents of each node and 

make tree based routing possible. ADA scheme gives 

text file as output which contains list of parent node for 

every node in network. And it is given to NS2 as input. 

So that NS2 routing protocol will know about parent 
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node of every node and also children of every parent 

node and so that finally it works as a Tree based routing 

protocol. 

 

There are some modification performed in DSR routing 

protocol so that it can be used as tree based routing 

protocol and also aggregation function is added in DSR 

routing protocol. 

 

1)Flow Chart of Attribute and Energy aware Tree 

formation Scheme (ADA): In Figure 3, the flow chart 

of ADA program is shown. 

 

 
Figure 3. Flow chart of ADA program 

 

2) Output of ADA program : Output Text file as 

shown in Figure 4 is given to NS2 as input. Here first 

column represents parent node id,  second column 

represents child node id. 

 
Figure 4. Output text file of ADA program 

 

3) Implementation done in NS2: For generation of tree 

based topology for data aggregation, some changes are 

made in DSR routing protocol. Some functions added in 

DSR routing protocol. Output text file generated by 

ADA program is given to NS2 as input and this file has 

list of Parent nodes in first column and child nodes in 

second column. 

Get Parent and child list for tree topology based routing 

and using this information every node will know if it is a 

parent node or not and every parent node will know list 

of all child nodes.  

When node receive any packet and timer's current state 

is on then node does not forward that packet if it is of 

same type with first packet received, and it is of 

different type from first packet received then node will 

forward that packet. If any node receive more packets of 

same type then more aggregation is possible. 

Using energy and attribute aware scheme there are more 

chances that same type of nodes are children of a single 

parent of same type and so that more data aggregation 

can be performed. 

 

B. Simulation Results 

All simulation results are observed considering the 

parameters shown in table I and II. Some source nodes 

starts initially and send packets to sink node and total 

max 1000 packets sent at the rate of 1 packet per 

seconds.  

 

 

 

 

 



International Journal of Scientific Research in Science, Engineering and Technology (ijsrset.com) 

 

 
116 

Table 1. simulation parameters 

Parameter Value 

Number of 

Nodes 

50, 100, 150, 200, 

250, 300, 350, 400, 

450 

Simulation Time 1000 seconds 

Simulation Area 1000 x 1000 meters 

Radio Range 250 meters 

MAC 802.11 

 

Table 2. energy model parameters 

Parameter Value 

Idle Power 0.843 W 

Transmit Power 1.650W 

Receive Power 1.40W 

Radio Range 250 meters 

Initial energy of 

nodes 
140J 

Packet Size  512 bytes 

Idle Power 0.843 W 

 

All graphs are generated for two tree formation schemes: 

1) Shortest Path Tree and 2) Attribute and Energy aware 

Data Aggregation Tree, considering two types of 

application running in heterogeneous network.   

 

1) Graph of No. of nodes Versus Aggregation Ratio: As 

shown in Figure 5, the X - axis of graph represents No. 

of nodes and Y - axis of graph represents Aggregation 

Ratio. As no. of nodes increases network become more 

dense and chances of aggregation are more in dense 

network.  

 

Formula of Aggregation Ratio is as below: Aggregation 

Ratio = avg [(Total forwarded packets at node 1/ Total 

received packets at node 1) + (Total forwarded packets 

at node 2/ Total received packets at node 2)+..+ (Total 

forwarded packets at node n/ Total received packets at 

node n)] 

 

So, as node density increases, Aggregation Ratio 

decreases which shows Aggregation is performed more 

efficiently. Graph shows Aggregation Ratio is lesser in 

ADA scheme with compare to SPT scheme. SPT has 

less chances of aggregation than ADA scheme. 

 

In SPT scheme : There are less chance of Aggregation 

so that any node will forward more packets out of total 

received packets. It may send 7 out of 10.  

 

In ADA scheme : There are more chance of 

Aggregation so that any node will forward less packets 

out of total received packets. It may send 4 out of 10. 

 

 
 Figure 5.  No. of nodes Versus Aggregation Ratio 

 

From this graph, we can say ADA performs Aggregation 

efficiently than SPT scheme. 

 

2) Graph of No. of nodes Versus PDR: As shown in 

Figure 6,  X - axis represents No. of nodes and Y - axis 

represents Packet Delivery Ratio. As node density 

increases Packet Delivery Ratio decreases which shows 

Aggregation is performed more efficiently.  

 

 
Figure 6. Graph of No. of nodes Versus PDR 

 

Graph shows Packet Delivery Ratio is lesser in ADA 

scheme with compare to SPT scheme. So that in this 

scenario, we can say ADA performs Aggregation 

efficiently than SPT scheme in heterogeneous network. 
 

3) Graph of No. of nodes Versus avg. Residual Energy: 

As shown in Figure 7,  X - axis represents No. of nodes 

and Y - axis represents Avg. Residual Energy.  As node 

density increases Avg. Residual energy decreases much 

slowly in case of ADA than that of case when SPT 

scheme.  
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Figure 7. Graph of No. of Nodes Versus Avg. Residual 

Energy 

 

So that in this scenario, less energy is used in ADA 

because it forwards less packets. In other way, we can 

say ADA performs Aggregation efficiently than SPT 

scheme. Thus, ADA scheme is Energy aware also. 
 

4) Graph of No. of applications Versus Aggregation 

Ratio: As shown in Figure 8,  X - axis represents No. of 

applications and Y - axis represents Aggregation Ratio.   

 

Graph shows that aggregation efficiency decreases with 

increase in no. of application so ADA performance is 

vary with more no. of application. But it still performs 

better than SPT scheme in all ways ADA is better in 

heterogeneous networks. Here SPT increase aggregation 

ratio faster than ADA. This graph is for fixed number of 

nodes 200. 

 

 
Figure 8. Graph of No. of applications Versus 

Aggregation Ratio 

 

IV. CONCLUSION 

 
ADA program is developed for tree formation which 

considers type of parent node and also residual energy 

while selection of parent which performs better in 

heterogeneous networks compare to other tree formation 

techniques like SPT (shortest path tree formation 

scheme). Performance comparison is done between SPT 

and ADA for parameters like Packet Delivery Ratio, 

Aggregation Ratio and Avg. Residual Energy Versus 

node density and Aggregation Ratio Versus No. of 

application. Results justify that ADA performs far better 

aggregation than SPT in all parameters. Overall residual 

energy is saved more in ADA scheme so that network 

lifetime is increased. Finally, it is observed that Attribute 

aware tree formation is an efficient method for data 

aggregation in all aspects for heterogeneous networks. 

  

V. FUTURE WORK 

 
ADA can perform better even if tree maintenance part is 

managed.  If tree is maintained properly,  no. of alive 

nodes can be more and network lifetime increases. If any 

parent node dies, all children of that node also become 

disconnected which make very poor performance of 

ADA. For that, if any node's energy go below pre 

defined threshold then it's children should select new 

parent so that they can continue sending data in the 

network and overall network lifetime can be increased. 

 

ADA's performance can be measured in multiple sink 

scenario. 
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ABSTRACT 

 

Network Function Virtualization (NFV) aims to provide high-performance network services through cloud 

computing and virtualization technologies and its changing the way networks are managed by providing more 

scalability and flexibility. NFV promises to increase service agility and reduce the overall OPEX and CAPEX 

experienced by the network operators. In this paper, discussing NFV and NFV and SDN bring together a promise 

for service agility and OPEX reduction through extreme automation of IT and networking processes in a Service 

Provider environment. 

Keywords: Network Function Virtualization, Software Defined Networking, cloud computing. 

 

I. INTRODUCTION 

 

Internet has become an integral part of everyone’s life in 

present days. The services are delivered by the service 

providers, as requested by the end user. The evolution of 

cloud computing has provided an opportunity for the end 

user to customize the use of the internet as required and 

pay only for the requested services. However, to provide 

all these simplicities and customization, there are a few 

complex systems that work behind the scenes. Every 

vendor providing services to the customers has a data 

centre to host the service and manage them. There are 

severs, routers, switches and middle boxes running in a 

data centre environment. In traditional networks, there 

are physical dedicated hardware resources for compute, 

network and storage components, separately performing 

their respective tasks [2]. 

 

Increased complexity of these networks leads to increase 

in cost. Administration and management of the physical 

devices in these networks increases the capital 

expenditure and operational expenditure for a service 

provider[4]. More the number of physical devices, 

higher the CAPEX and OPEX. Moreover, network 

resource usage is highly unpredictable, leading to 

uncertainty among the service providers. 

Not all network functions or the internetwork devices 

are used round the clock. Some of the network functions 

and devices are unused or not fully utilized. These 

devices and functions can be managed appropriately by 

sharing the resources with other users or suspending it 

when not in use. 

 

This paper presents the difference in service agility 

between traditional network and the cloud network using 

NFV. On the cloud computing platform the 

virtualization of network function using NFV is carried 

out. Orchestration and management of resources, using 

NFV and OpenStack is demonstrated. Rest of this paper 

is organized as follows. Section II Methods and material 

Section III proposed architecture, Section IV Conclusion 

paper. 

II. METHODS AND MATERIAL 

 

1) Dynamic scaling 

The network function and their functionality 

decoupling  into insatiable software components 

provides greater flexibility to scale the actual VNF 

performance in a more dynamic way and with finer 

granularity, for instance, according to the actual 
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traffic for which the network operator needs to 

provision capacity[1]. 

In Figures, we use an example of a Customer 

Premises Equipment to illustrate the economies of 

scale that may be achieved by NFV. Traditional 

CPE shows a typical (current network service)  

 

 

Figure 1. Traditional CPE 

 

 

Figure 2. CPE with NFV 

(Customer Premises Equipment) 

 

The function made up the implementation of the CPE 

and their function like: Dynamic Host Configuration 

Protocol (DHCP), Network Address Translation (NAT), 

routing, Universal Plug and Play (UPnP), Firewall, 

Modem, radio and switching[1]. In this example, a 

single service (the CPE) is made up of eight functions. 

These functions may have precedence requirements. 

 

For example, if the functions are part of a service chain2, 

it may be required to perform firewall functions before 

NAT. Currently, it is necessary to have these functions 

in a physical device located at the premises of each of 

the customers both. With  such an implementation, if 

there is a need to make changes to the CPE, say, by 

adding, removing or updating a function, it may be 

necessary for a technician from the ISP to individually 

talk to or go to each of the customers. It may even 

require a complete change of the device in case of 

additions. This is not only expensive   for the ISPs, but 

also for the customers. 

 

In Capital Premises Equipment with NFV we show a 

possible implementation based on NFV in which some 

of the function software the CPE are transferred to a 

shared infrastructure at the ISP, which could also be a 

data center. 

 

This makes the changes described above easier since, for 

example, updating the DHCP for all customers would 

only involve changes at the ISP. In the same way, 

adding another function such as parental controls for all 

or a subset of customers can be done at once. In addition 

to saving on operational costs for the ISP, this 

potentially leads to cheaper CPEs if considered on a 

large scale. 

 

2)NFV Architecture 

 
Figure 3. NFV Architecture 

 

A.  NFV Infrastructure (NFVI) 

IN NFVI combination of both software and hardware 

resources make up the environment in which VNF are 

deployed. Two type of resources like physical resources 

include commercial of shelf computing hardware, 

storage and network that provide processing 

&connectivity To VNFs. second resource virtual are 

abstractions of the computing, storage and network 

resources. this is achieved using a virtualization layer 

hypervisor based ,which decouples the resources from 

the underlying physical resources[3].  

In a data center environment, the storage and computing 

resources may be represented in terms of more virtual 

machines (VMs), while virtual networks are made up 

virtual nodes and links. 
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B. VNFS – virtualized Network Functions 

A Network function is well define functional interface 

and well define functional behaviour of the NFV. 

example of the NF is that the residential gateway in 

home network, DHCP server  and firewall ,instruction 

detection etc. VNF is an implementation of an NF that is 

deployed on virtual resources such as a VM. A service is 

an offering provided by a TSP that is composed of one 

or more NFs[1]. In the case of NFV, the NFs that make 

up the service are virtualized and deployed on virtual 

resources such as a VM. 

 

C. NFV Management and Orchestration (NFV 

MANO) 

The provisioning of VNFs required the functionality that 

provides the NFV MANO, and related operation and 

VNFs configuration, function run on these 

infrastructure. It include the orchestration and the 

management of lifecycle of software and physical 

resources the virtualization infrastructure, support to that 

and  also the lifecycle of VNF management . it also 

includes databases that are used to stores and data 

models the information which defined both deployment 

as well as lifecycle properties of services ,resources and 

functions[2]. 

 

In the NFV framework NFV MANO focuses on all 

virtualization –specific management tasks. in addition 

the framework define interfaces that can be used to 

communications between the different components, as 

well as coordination with traditional network  system 

such as a OSS and BSS so as to allow for management 

of both VNFs as well as functions running on legacy 

equipment. 

 

III. PROPOSED ARCHITECTURE 

 
NFV- Service Chaining 

NFV and SDN bring together a promise for service 

agility and operational and capital expenditure reduction 

through extreme automation of networking processes in 

a Service Provider environment. Shown in fig two type 

of customers (Internal and external) requests to the 

marketplace with VNF catalog for VNF service.  M.K 

with VNF Catalog need to the NFV-orchestration (NFV-

O) so they request to the NFV-O. Cloud based NFV-O 

provides to the VNF Templates like firewall and catalog 

type. also provide sample VNF-M.  

The VNF Templates triggered in OpenStack and nuge 

network. OpenStack Provide more expansive 

networking automation. also expose all APIs and 

extension.  For separate VNF-M   M.K catalog also 

request to complex VNF-M(manager).VNF-M 

inapplicable Gateways and either VNF launching and 

configer network like AVM, VNM,A-network 

mininetwork and all then VNFs deployed various 

engineering fashion. Together various different flows 

that allows for simple templates only VNF side and then 

able to need to connect to network. Bordered network 

like VRS and scale out service channel. 

Usecase 

VNFM NFVO SDN Manager 

Evaluate VNFD identify 

VM need internal 

connection points and 

network. 

Evaluate NSD ,identify datacenter 

and tenants for VNF placement, 

identify  external connection 

points& virtual link from VNFD  

Based on data centres network topology 

info-decide to create /re-use tenant edge 

router using data center SDN controller 

interface. 

Invoke VIM APIs to 

secure require VM 

resource and deploy VNF 

image. 

SDN manager to create external 

virtual links(networks) 

Connect tenant edge router to 

datacenter edge router  as needed 

Create internal network Update inventory database about Create external network(E-LAN) 
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point connection. create external virtual links I.e. 

VLRS based on network topology 

received  from SDN manager 

And connect to tenant edge router. 

Notify SDN update about 

datacenter. 

Invoke VNFM to deploy each VNF 

by passing IDs of created external 

link & connection points to which 

they should be 

connected. 

Notify NFV-O update about datacenter 

technology. 

 

IV. CONCLUSION 

 

The work presented in this paper implements the 

NFV based cloud network system. An NFV based 

cloud network system virtualizes the network 

functions and other internetwork system devices 

such as servers, firewalls etc., as per the user 

requirement. From obtained results it is observed 

that NFV based system thereby reduces the CAPEX 

and OPEX of an organization and increase service 

agility, while providing flexibility and ease of 

management. We have noted that many current 

NFV solutions, especially from the industry, have 

been mainly about pooling vendor specific 

resources hosted in a cloud rather than real support 

for flexibility, inter-operability, integrated 

management, orchestration and service automation 

all of which are core requirements for NFV. 
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ABSTRACT 
 

Cloud computing delivers a computing environment where different resources are delivered as a service to the 

customer or multiple tenants over the internet. Task scheduling is an essential and most important part in a cloud 

computing environment. The multi-dimensional task scheduling algorithm is based on the availability of CPU, 

memory, and VMs. This algorithm is built based on RASA algorithm and the concept of Max-min strategy. This 

algorithm is developed to outperform scheduling process of RASA in case of total complete time for all submitted 

jobs. Proposed algorithm is based on expected execution time instead of complete time. So the scheduling tasks 

within cloud environment using this algorithm can achieve lower make span rather than original Max-min. 

Keywords: Cloud Computing, Scheduling Algorithms, max-min algorithm, min-max algorithm, Resource 

Awareness Scheduling Algorithm (RASA). 

 

I. INTRODUCTION 

A Cloud is the collection of interconnected computer 

that are provided by one or more unified computing 

resources. Barrie Sosinsky defined cloud computing as 

“Cloud computing refers to applications and services 

that run on a distributed network using virtualized 

resources and accessed by common Internet protocols 

and networking standards.” In this growing market of 

business and organization, cloud computing is the 

alternative for their day-by-day increasing needs. A 

Cloud provider first constructs a computing system 

called cloud in this we have several virtual machines 

interconnected through this the provider processes the 

task of the users.Cloud computing environment where 

multiple virtual machines (VMs) can share physical 

resources (CPU, memory, and bandwidth) on a single 

physical host and multiple VMs can share the bandwidth 

of a data center by using network virtualization. Because 

many users and applications essentially share system 

resources, a proper task-scheduling scheme is difficult to 

resource utilization and system performance. Many 

system parameters, such as processor power, memory 

space, and network bandwidth, affect the efficiency of 

task scheduling. 

 

In addition, difference in computing sources in different 

nodes adds to the complexity of task scheduling. 

Furthermore, frequent data exchange among nodes, 

hosts, and clusters in data-intensive cloud applications 

makes the task-scheduling procedure extremely 

complicated. Most of these methods focus on allocating 

CPU and memory resources to various cloud-computing 

tasks, assuming that all physical nodes and VMs have 

unlimited network bandwidth. This algorithm considers 

the limitation of resources, and provides resources 

according to task needs and resource loads.  

 

However, this algorithm did not consider the bandwidth 

requirements of tasks, nor did it consider the dynamic 

change of their resource requirements. 
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     Figure 1. Fundamentals of Cloud Computing 

System resources like CPU, memory and bandwidth are 

used by many users, so it is little difficult to construct an 

efficient task scheduling algorithm. The efficiency of the 

algorithm is affected by many things like the processor 

power, speed, space and memory. Generally, task 

scheduling is the main process in infrastructure as a 

service model. While scheduling the task we consider 

virtual machines as scheduling machines. The main aim 

of task scheduling algorithms in cloud environment is to 

maintain the correct load on processors by considering 

the network bandwidth and increase their usage, 

efficiency and to reduce their task execution time. 

 

II. TASK SCHEDULING IN CLOUD COMPUTING 

 

The advantage of job scheduling algorithm is to achieve 

a high performance computing and the best system 

throughput. The available resources should be utilized 

efficiently without affecting the service parameters of 

cloud. Scheduling process in cloud can be categorized 

into three stages they are Resource discovering and 

filtering, Resource selection, and Task submission 
[10]

. In 

resource discovery data centre broker discovers the 

resources present in the network system and collects 

status information related to them. During resource 

selection process resource is selected based on certain 

parameters of task and resource. Then during task 

submission task is submitted to the selected resource. 

 

This are the various parameters used to understand how 

different scheduling algorithms works, 

 

 Execution time: The exact time taken to 

execute the given task is known as execution 

time. The ultimate goal of any scheduling 

algorithm is minimizing the execution time.

 Completion time: The time taken to complete 

the whole execution of a job. It also includes the 

execution time and the delay caused by the 

cloud system.

 Makespan: It is defined as the total completion 

time of all the tasks in a job queue. The 

makespan should be reduced to increase the 

performance of particular algorithm.

 Response time: The elapsed time between the 

end of an inquiry or demand on a computer 

system and the beginning of a response.



 Resource utilization: Resource utilization is the 

use of the resource in such a way that increases 

the throughput of the system.

 Deadline: It is the period of time from 

submitting a task to the time by which it must be 

completed.

 Energy consumption: Many different scheduling 

algorithms has designed to reduce the power 

consumption and improving the performance.

 Performance: Performance indicates the overall 

efficiency given by the scheduling algorithm in 

order to provide good services to the user as per 

their requirements.

 Scalability: It is the ability of the system to 

function well when it is changed in size to 

satisfy the user need. 

 

 
Figure 2. Scheduling in Cloud 

 

III. EXISTING SCHEDULING ALGORITHMS 

 

In this paper we describing various task scheduling 

algorithms in a nutshell. 
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A. FIRST COME FIRST SERVE 

ALGORITHM (FCFS): The First Come First 

Serve Algorithm (FCFS) collects the tasks in a 

queue until the resources are available and when 

the resources are available the tasks are assigned to 

them based on the arrival time of the task. It is the 

simplest algorithm and fewer complexes in nature 

but it does not consider any other criteria for 

scheduling the tasks to the machine. Here always 

the first task will be executed first so the tasks 

arriving later will have to wait for a longer period 

of time. 

 

B. ROUND ROBIN ALGORITHM (RR): RR 

scheduling is simple, easy to implement, and 

starvation-free. This algorithm uses the ring as its 

queue to store jobs. Each job has the same 

execution time and it will be executed in turn. If a 

job can’t complete its work during its turn, it will 

be stored back to the queue waiting for the next 

turn. Main feature of RR algorithm is execution of 

each job in turn and it doesn’t have to wait for the 

previous one to get completed. But if the load is 

found to be heavy, RR will take a long time to 

complete all the jobs. 

 

C. EARLIEST DEADLINE FIRST 

ALGORITHM: In this scheduling algorithm, the 

scheduler points the task having the shortest 

deadline. Whenever a scheduling event occurs then 

the queue will be searched for the process that is 

closest to its deadline, the found process will be 

scheduled for execution. 

 

D. MIN-MIN ALGORITHM: The Min-Min 

Algorithm is based on the Minimum Completion 

Time (MCT) that is used to assign tasks to the 

resources having minimum expected completion 

time. It works in two phases, in the first phase, the 

expected completion time will be calculated for 

each task in a list and during the second phase, the 

task with the overall minimum expected completion 

time from the list is chosen and assigned to the 

corresponding machine. Then the task is removed 

from the list and the process is repeated until all the 

tasks in the list are mapped to the corresponding 

resources. 

  

E. RESOURCE AWARENESS SCHEDULING 

ALGORITHM (RASA): The Resource Awareness 

Scheduling Algorithm (RASA) is the hybrid of 

Min-Min and Max-Min algorithm. In this algorithm 

the Min-Min and Max-Min algorithms are applied 

alternatively to take advantage of both the 

algorithm and overcome their drawbacks. 

 

F. IMPROVED MAX-MIN ALGORITHM: 

This algorithm assigns task with maximum 

execution time to the resource which produce 

minimum completion time rather than Max-Min 

algorithm which assigns the task with maximum 

completion time to the resource which provides 

minimum execution time. 

 

G. ENHANCED MAX-MIN ALGORITHM: 

This algorithm modifies the Max-min algorithm. It 

is based on the expected execution time in which it 

assigns a task with average execution time on the 

machine which gives minimum completion time. 

 

IV. PROPOSED SCHEDULING ALGORITHM 

 
Our proposed scheduling algorithm, Improved RASA 

algorithm in Tsk Scheduling, is presented in Fig 3. The 

algorithm represents the completion time of the task Ti 

on the resource Rj. If the number of available resources 

is even, the Min-min strategy is applied to assign the 

first task, otherwise the Max-min strategy is applied. For 

instance, if the first task is assigned to a resource by the 

Min-min strategy, the next task will be assigned by the 

Max-min strategy. In the next round the task assignment 

begins with a strategy different from the last round. For 

instance if the first round begins with the Max-min 

strategy, the second round will begin with the Min-min 

strategy. Experimental results show that if the number of 

available resources is odd it is preferred to apply the 

Min-min strategy the first in the first round otherwise is 

better to apply the max-min strategy the first. 

 

Alternative exchange of the Min-min and Max-min 

strategies results in consecutive execution of a small and 

a large task on different resources and hereby, the 

waiting time of the small tasks in Max-min algorithm 

and the waiting time of the large tasks in Min-min 

algorithm are ignored. As RASA is consist of the Max-

Min and Min-Min algorithms and have no time 

consuming instruction, the time complexity of RASA is 
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O(mn
2
) where m is the number of resources and n is the 

number of tasks (similar to Max-min and Min-min 

algorithms). 

 
Figure 3. Proposed Scheduling Algorithm 

Suppose that m resources Rj(j = 1,...,m) have to process 

n tasks Ti(i = 1,..., n). A schedule for each task is an 

allocation of one or more time intervals to one or more 

resources [16]. The expected execution time Eij of task 

Ti on resource Rj is defined as the amount of time taken 

by Rj to execute Ti given Rj has no load when Ti is 

assigned. The expected completion time Cij of task Ti 

on resource Rj is defined as the wall-clock time at which 

Rj completes Ti (after having finished any previously 

assigned tasks). Let bi denote to the beginning of the 

execution of task Ti. From the above definitions, 

Cij=bi+Eij. Let Ci be the completion time for task Ti 

and it is equal to Cij where resource Rj is assigned to 

execute task Ti. The makespan for the complete 

schedule is then defined as MaxTi∈K ( Ci ). Makespan is 

a measure of the throughput of the heterogeneous 

computing system (like computational grid)[9,11]. 

 

V. PROPOSED ARCHITECTURE 

 

There are two options to run proposed algorithm, one is 

VMware and another is cloudSim. By using this both 

services we can easily access the all features and its 

advantage in our system and also environment too run 

our algorithm. CloudSim is framework of modeling and 

simulation of cloud computing infrastructure and 

services. It’s been written in JAVA. 

 

VMware is a platform for virtualization software and 

services. It can be run in Windows, Linux and MacOS. 

VMware, a global leader in cloud infrastructure and 

digital workspace technology, accelerates digital 

transformation by enabling unprecedented freedom and 

flexibility in how our customers build and evolve IT 

environments. With VMware solutions, organizations 

are improving business agility by modernizing data 

centers and integrating public clouds, driving innovation 

with modern apps, creating exceptional experiences by 

empowering the digital workspace, and safeguarding 

customer trust by transforming security [13]. 

 

CloudSim, A suitable alternative is the utilization of 

simulations tools, which open the possibility of 

evaluating the hypothesis prior to software development 

in an environment where one can reproduce tests. 

Specifically in the case of Cloud computing, where 

access to the infrastructure incurs payments in real 

currency, simulation-based approaches offer significant 

benefits, as it allows Cloud customers to test their 

services in repeatable and controllable environment free 

of cost, and to tune the performance bottlenecks before 

deploying on real Clouds. At the provider side, 

simulation environments allow evaluation of different 

kinds of resource leasing scenarios under varying load 

and pricing distributions [14]. 

 

 
Figure 4. CloudSim Architecture 

 

VI. OPEN ISSUES 

 

Based on the survey on various task scheduling 

algorithms we came to know that there is still lots of 

improvements that can be carried out. The major issues 

in task scheduling algorithms are response time, cost, 

resource allocation, deadline, energy consumption and 

many other. Some techniques can be adopted to 
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improvise the different issues and increase the 

performance of the system. 

 

VII. CONCLUSION AND FUTURE SCOPE 
 

Min-min and Max-min algorithms are applicable in 

small distributed systems. To achieve this, in this paper, 

a new task scheduling algorithm, Improved RASA 

algorithm in Tsk Scheduling, is proposed. Improved 

RASA algorithm in Tsk Scheduling is composed of two 

traditional scheduling algorithms; Max-min and Min-

min. Improved RASA algorithm in Tsk Scheduling uses 

the advantages of Max-min and Min-min algorithms and 

covers their disadvantages. In this paper, the deadline of 

individual task, arriving rate of the different tasks, cost 

of the task execution on individual of the resource, cost 

of the communication and many other cases that can be 

a topic of research are not considered. 
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ABSTRACT 
 

In this paper a low profile and wideband Planar Inverted-F Antenna (PIFA) for wireless communication device like 

cell phone is presented. The antenna shows a wide range of frequency from 1.54 GHz to 2.47 GHz and with 

improved impedance matching covering GPS, DCS, PCS, 3G, 4G and WLAN/Bluetooth bands with VSWR less 

than 2. The size of top patch of the proposed antenna is 25 x 15 x 0.07 mm
3
, height of the path from the ground plan 

is 4mm which makes it compact and a coming candidate for wireless communication devices. The antenna is 

designed and simulated using ANSYS v17 High Frequency Structure Simulator (HFSS) Software and shows 

improve gain with Omni-directional radiation pattern. 

Keywords:  PIFA Antenna; SAR; GSM1800; GSM1900; UMTS; LTE2300; WLAN/Bluetooth. 

 

I. INTRODUCTION 

In the past few years, there has been away some growth 

in the fields of wireless technology. In order to contain 

latest mobile services, internet access, video streaming 

etc, operators require additional bandwidth and dealer 

are forced to design multi-tasking terminals. In order to 

meet these requirements, the antenna designers are 

required to design a low profile antenna such that they 

can provide the multi standard performance in terms of 

wideband/multiband frequency range [5]. 

 

Therefore Planar Inverted F Antenna (PIFA) comes out 

as a promising candidate in this field. Planar Inverted F 

Antenna is a low profile antenna with mechanically 

robust structure and shows wideband/multiband 

properties. The Specific Absorption Rate (SAR) in PIFA 

is very low as compared to other conventional antennas 

and hence less electromagnetic radiations are 

illuminated towards user’s body and thus increasing 

antenna's output. Moreover Planar Inverted F Antennas 

(PIFA) provides good radiation pattern and low to 

moderate gain. Apart from different advantages, Major 

limitation of Planar Inverted F-Antenna is narrow 

bandwidth. In order to achieve a wide bandwidth 

different  techniques such as large ground plane, thick 

substrate, slots on ground and on patch etc are given in 

reference paper[4][5]. PIFA is kept exactly above the 

battery in the housing of back cover of wireless 

communication devices like cell phone. Therefore the 

height of the antenna should not be greater than 6 mm in 

order to make slim handsets [1] [2][5]. 

 

In multiple feed Planar Inverted F Antenna (PIFA), 

various design complexities are included in designing an 

antenna with multiple frequencies and wide bandwidth 

whereas a single feed antenna is comparatively easier to 

design for multiple frequencies and wide bandwidth 

since each radiating element is contained with its own 

feed. However multiple feed antennas is not preferred 

for practical applications due to increase of mutual 

coupling between separate radiating elements of PIFA. 

The internal antenna has been using instead of the 

external antenna the main reason of that is the internal 

antenna has a good relation with SAR rate, on the other 

hand the size of wireless communication devices 

became smaller like cell phone. Recently there are many 
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types of the internal antennas for example planar 

inverted F-Antenna (PIFA), fractal antenna and 

monopole antenna. Those kinds of antennas can cover a 

single band, dual band, wideband and multiband depend 

on the design of the antenna. 

 

In this paper proposed antenna is compact, low profile 

and single feed wideband Planar Inverted F Antenna 

(PIFA) is presented. The antenna provides a wide 

bandwidth coverage over multiple frequency bands such 

as GPS (1575 MHz), DCS (1800MHz), PCS 

(1900MHz), 3G (2100 MHz), 4G (2300 MHz) and 

WLAN/ Bluetooth (2400-2484 MHz). The proposed 

antenna design has compact structure, involving a 

volume of 58x40x4 mm
3
. In this design, two slots are 

cut on the ground plane and by adjusting the position of 

the slots satisfactory results can be obtained. These slots 

helped us to get wideband planar inverted F-antenna. In 

this planar inverted F-antenna shorting plate is placed 

between radiating patch and ground plane. This antenna 

is designed and simulated using ANSYS v17 High 

Frequency Structure Simulator (HFSS) software. This 

proposed wideband planar inverted F-antenna with 

bandwidth more than 30% and this bandwidth cover an 

important range which could cover GPS, GSM, UMTS, 

LTE, WLAN and Bluetooth frequency bands of wireless 

communication devises like cell phone. 

 

Section II describes the design of proposed planar 

inverted F-Antenna (PIFA). Different parameters such 

as return loss, radiation pattern, gain and VSWR are 

characterized in section III. The comparison of proposed 

antenna and PIFA [5] is given in section IV. The 

conclusion of this work is given in section V. 

 

  

II. ANTENNA DESIGN 

 

Configuration of the proposed antenna is shown in 

Figure 1, 2 and 3. The geometry consists of a Planar 

Inverted F Antenna (PIFA) with two slots cut on ground 

plane. Detailed Dimension of proposed antenna is given 

in table 1. The dimensions of radiating patch of the 

proposed antenna are 15x25x0.07mm
3
. The antenna is 

positioned on FR4 substrate with dimensions 58x40x1.6 

mm
3
. The dimensions of the ground plane and the 

substrate are compact such that they can be easily 

positioned in the housing of wireless devices such as 

mobile phones. A shorting plate with dimensions 

3.4x4x0.07mm
3
 is used to short the ground plane and 

radiating patch of planar inverted F-antenna. The 

antenna is electrified using co-axial feed which is placed 

near the shorting plate and at edge of the antenna. The 

resonant frequency of planar inverted F-Antenna (PIFA) 

can be calculated using following expressions: 

 

  L1 + L2 - W = ⋋/4………………………………(1) 

 

Where, 

L1 & L2 are width and length of top radiating patch of 

planar inverted F-Antenna (PIFA), 

 

W is width of shorting plate. 

The ground plane, shorting plate and radiating patch 

provides two resonant frequencies while the position of 

slots is used to provide a wideband impedance 

bandwidth performance of 1.54GHz to 2.47GHz and 

another band 5.09GHz to 5.32GHz. The performance of 

the antenna is well-knew in terms of return loss, VSWR, 

gain and radiation pattern. 

 
Figure 1. 3D view of proposed antenna. 

 

 
Figure 2. side of proposed antenna. 
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Figure 3. top view of proposed antenna. 

 

Table 1: Detailed Dimensions of Proposed PIFA. 

Paramete

r 

Value(mm) Paramete

r 

Value(mm

) 

Lg 58 Wg1 1.5 

Wg 40 Lg2 22 

Lp 25 Wg2 2 

Wp 15 L1 0 

Ls 4 L2 15.5 

Ws 3.4 L3 27 

H 1.6 L4 4 

 

III.  RESULT 

 

The performance of the planar inverted F-Antenna is 

well-knew in different parameters of antenna like return 

loss, Voltage Standing Wave Ratio (VSWR), gain and 

radiation pattern. 

 

A. Return Loss 

The simulated return loss plot of the proposed planar 

inverted F-Antenna (PIFA) is shown in figure 4. From 

the plot it can be illustrated that the antenna resonates at 

1.64 GHz, 2.27 GHz and 5.17 GHz with return loss -

17.16, -34.08 and -14.43 respectively covering GPS L1 

(1575 MHz) DCS-1800 (1710.2- 1784.8 MHz), PCS-

1900 (1850.2- 1909.8 MHz), 3G (1885-2100 MHz), 4G 

(2110-2400 MHz) and WLAN/ Bluetooth (2.40-2.484 

GHz) frequency bands. The proposed PIFA shows a 

wide frequency range from 1.54 GHz to 2.5 GHz 

showing impedance bandwidth of 1.0 GHz. 

 

 
 

Figure 4. Return Loss of proposed PIFA 

 

B. Voltage Standing Wave Ratio (VSWR) 

The Voltage Standing Wave Ratio (VSWR) obtained 

from proposed Planar Inverted F Antenna (PIFA) is less 

than 1 which shows that there is perfect matching 

between antenna and co-axial feed line. The acceptable 

value of VSWR is less than 2. The VSWR is 2.4 and 

0.34 at 1.64 GHz and 2.27 GHz respectively. 

 

 
Figure 5. VSWR of proposed PIFA 

 

C. Gain  

The average peak gain achieved by the proposed planar 

inverted F-antenna is 3.13 dB which is considered best 

in case PIFA. Figure 6 shows simulated 3D gain plot of 

the proposed PIFA. 
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Figure 6. Simulated 3D Gain Plot of proposed PIFA 

 

D. Radiation pattern 

The radiation pattern of proposed wide band planar 

inverted F-antenna is shown in figure 7. As seen from 

the figure, the radiation pattern of proposed antenna is 

Omni-directional and hence is suitable for internal 

antennas for wireless communication devices like cell 

phone. 

 
Figure 7. Simulated Radiation Pattern of proposed PIFA 

 

IV.  COMPARISON RESULTS 

 

Table 2. Comparison between proposed PIFA and 

conventional PIFA [5] 

 Gain (dB) Size of ground 

plan(mm
2
) 

PIFA[5] 2.71 66.69x40 

Proposed 

PIFA 

3.13 58x40 

V. CONCLUSION 

 

In this paper, a compact, low profile and single feed 

wideband Planar Inverted F Antenna (PIFA) is presented. 

The antenna provides a wide bandwidth coverage over 

multiple frequency bands such as GPS (1575 MHz), 

DCS (1800MHz), PCS (1900MHz), 3G (2100 MHz), 

4G (2300 MHz) and WLAN/ Bluetooth (2400-2484 

MHz). In this design, two slots are cut on the ground 

plane and by adjusting the position of that is give us 

better result satisfactory of band as well as resonance 

frequency. These slots helped us to get wideband 

coverage of planar inverted F-antenna. This planar 

inverted F-antenna shows Omni-directional radiation 

pattern and a maximum gain of 3.13 dB that is shown in 

figure 6. That is higher than conventional antenna as 

well as reduce the size of the ground plane of the 

proposed PIFA. 
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ABSTRACT 

 

Cloud computing offers utility-oriented IT services to users worldwide based on a pay-as-you-go model. Data 

centers hosting Cloud applications consume huge amounts of electrical energy that causes high operational costs and 

carbon footprints to the environment. Therefore we need green cloud computing solution that can reduce the 

environmental impact as well as minimize operational costs. A virtualization technology is used to consolidating 

multiple Virtual machines (VM) onto a minimum number of servers to improve energy efficiency of server. 

Dynamic VM placement, VM consolidation, and switching servers on and off as required, through all these 

techniques data centers can benefit higher server utilization and energy efficiency. In this paper I conducted a survey 

of research in energy-efficient computing as well as proposed a solution that will help to improve higher server 

utilization and energy efficiency for cloud computing.  

Keywords: energy efficient computing, VM placement, VM consolidation, Cloud Computing 

 

I. INTRODUCTION 

 

The term Cloud indicates to a Network or Internet. We 

can say that Cloud is something, which is present at 

remote location. Cloud computing offers an 

infrastructure, platform, and software as services that are 

made available to end user in a pay-as-you-go model. 

These services are referred to as Infrastructure as a 

Service (IaaS), Platform as a Service (PaaS), and 

Software as a Service (SaaS) respectively in enterprise. 

To deliver Cloud computing services many computing 

service providers including Google, Microsoft, Yahoo, 

and IBM are rapidly deploying data centers in various 

locations around the world. Rapid growth of the interest 

for computational power by scientific, business and 

web-applications has led to the creation of large-scale 

data centers that consumes huge amounts of electrical 

power. Continued development of servers shows our 

need for more power, space, network, human resources, 

air conditioning and other infrastructure. As number of 

request over the data center raise that raises the load and 

power consumption of the data center. So the requests 

need to be balanced in such manner which having more 

effective strategy for utilization of resources that can 

leads toward improving the energy efficiency of cloud 

computing. 

 

Virtualization is the "creation of a virtual version of 

something, such as a server, a desktop, a storage device, 

an operating system or network resources” 

Virtualization is a technique, which allows to share a 

single physical instance of a resource or an application 

among multiple consumers and organizations. The 

machine on which the virtual machine is going to create 

is known as Host Machine and that virtual machine is 

referred as a Guest Machine. This virtual machine is 

managed by software, which is known as hypervisor. 

Types of virtualization: Hardware Virtualization, 

Operating system Virtualization, Server Virtualization 

[1]. It also helps to reduce the energy consumption, 

consumed by the operating data centers via dynamically 

allocating the resources to the client request. 
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A. VM placement and consolidation 

VM consolidation provides important benefits to cloud 

computing by providing improved use of the available 

datacenter resources. The hypervisor provides resources 

to VMs based on peak load demand in static VM 

consolidation. But this is not more useful because 

workload demands keeps on changing. The VMs can be 

dynamically reallocated through live virtual machine 

migration according to current resource demand in 

dynamic consolidation. 

 

The main characteristics of VM placement problem are: 

I. The number of VMs needed for particular kind of 

workload is dynamic in nature which results in 

allocation and removal of VMs. 

II. The resource requirements of VM keep on 

changing as per workload demand. 

III. Migrating VM from one PM to another takes long 

time and energy consumption because it increases 

the load on source side. 

IV. The cloud provider rent the VMs from external 

cloud providers or can use the VMs of its own. 

VM migration and consolidation follows four steps: 

I. Initially place the VMs on host. 

II. Identify the host which get over or under loaded 

using some statistical methods and select the VM 

for migration from that host. 

III. Perform the live migration by selecting appropriate 

migration technique. 

IV. The last step is to identify the destination host 

where to place the migrated VMs; the selection of 

wrong host can lead to excessive energy and 

power consumption and inefficient resource 

utilization. 

 

The main objective of VM placement and consolidation 

technique is power saving. In power saving goal the 

target is to consolidate the VMs in order to make the 

datacenter energy efficient.  

 

II. RELATED WORK 

 

A. VM placement techniques 

First fit: In this the VM scheduler starts searching the 

hosts step by step to place the VM. The host which has 

sufficient resources will get selected. If there is no such 

host exists then the server starts the new physical 

machine and place the VM on that host [2]. 

Dot product based fit: 

It uses the concept of dot product of two vectors. One 

vector is the resource requirements of VM and the other 

vector consists the resource utilization by the host. After 

calculating the product the PMs are ordered in 

decreasing order [3]. 

 

Stochastic integer programming:  

It uses the technique of future prediction of host in terms 

of resource based on some historical data. To predict 

historical data it uses some probability distributions [2]. 

 

Genetic algorithms:  

In Genetic algorithms based solution initial population is 

defined to show the various solutions for the problem. 

Then the fitness function selects the best solution for the 

problem. Then on the solution crossover and mutation 

operations are applied to generate the new population 

[4]. 

 

B. VM consolidation techniques 

KNN- regression: 

K- Nearest neighbor based regression algorithm first 

checks the resource usage of nearest hosts. It predicts 

based on regression that which nearest host is getting 

overloaded. Major target is server consolidation. The 

host on which the VM is going to be placed is decided 

by Power Aware Best Fit Decreasing algorithm [5]. 

pMapper: 

The objective of pMapper technique is to optimizing the 

mapping of VMs to PMs in order to reduce energy 

consumption and number of migrations. It also works on 

one dimensional resource that is CPU capacity. Pmapper 

gives three algorithms which are: min Power Parity, min 

Power Placement with history, pMap. In mPP all the 

VMs are order in decreasing order of their CPU capacity 

and allocates the VM on PM which has best energy 

efficiency. Due to this there is extreme increase in 

number of migrations. In MPPH the problem of 

migrations is eliminated by considering the initial 

placement of VMs. pMap improves the mPPH by 

generating initial migration or new placement plan but 

performs only those which leads to better energy 

efficiency. These algorithms perform best with low 

utilizations [6]. 
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Enhanced Weighted Round Robin Algorithm: 

It keeps on checking the running VMs states to identify 

the over utilized processing elements and if any found 

then hibernate that element by sending some signal. It 

uses dynamic voltage frequency signal to set the 

minimum VM frequencies for each task. To meet the 

task deadlines the DVFS selects the best CPU frequency 

out of available frequencies. The energy consumption is 

minimized using VM reuses [7]. 

 

Power Aware Resource Virtual Machine Allocation 

Policy: 

This paper proposed an algorithm that use linear power 

model to get power efficiency of data center, on that 

efficiency we have proposed and VM allocation policy 

to maximize the utilization of resources available in data 

center. If there is such data center which having high 

efficiency and underutilize also having enough 

capability to fulfill request requirement then allow that 

data center to serve requests. Here efficiency of data 

center is calculate by applying liner power model which 

use utilization of each data center to calculate to get 

power efficiency of data centers. After allocation of VM 

again updates data center list and start it with step until 

task queue is empty [8]. 

 

C. Comparison of VM placement technique 

No Approach 

used 

Resource 

considered 

Problem with 

approach 

1 First fit CPU, memory, 

bandwidth 

unbalances the 

load 

2 Dot 

product 

based fit 

CPU, memory 

 

Does not 

considered the 

length of VM 

and remaining 

capacity of PM 

3 Stochastic 

integer 

programm

ing 

CPU, memory, 

Bandwidth 

 

Probability 

distribution of 

resource 

requirement 

should be known 

4 Genetic 

algorithms 

CPU, memory, 

BW 

 

Due to local 

optimization 

can’t achieve 

global optimal 

solution 

 

 

D. Comparison of VM placement technique 

 

No  Technique Power 

saving 

method 

Parameters 

analyzed 

Future 

work 

required 

1 KNN 

regression 

 

Uses 

KNN to 

predict 

under/ove

r utilized 

host 

SLA 

violation, 

power 

consumption 

- 

2 pMapper 

 

mPP, 

mPPH and 

pMap 

 

Number of 

migrations, 

energy 

consumption 

 

Improve 

performa

nce for 

higher 

utilizatio

ns 

3 Enhanced 

Weighted 

Round 

Robin 

Algorithm 

DVFS and 

VM reuse 

Resource 

utilization, 

power 

consumption 

Improve 

resource 

utilizatio

n rate 

with 

combine

d DVFS 

and 

EWRR 

4 Power 

Aware 

Resource 

Virtual 

Machine 

Allocation 

Policy 

 

PARAP 

(Power 

Aware 

Resource 

Allocation 

Policy) 

algorithm 

maximize 

utilization of 

resource, 

improves 

energy 

efficiency 

Paramete

rs for 

quality of 

services 

and 

throughp

ut can be 

included. 

 

III.   PROPOSED WORK FLOW 

 
After studying all these previous work I have concluded 

that there is still a need for developing such a method 

that considers all these parameters that are previously 

being omitted such as: quality of service, throughput, 

effective resource utilization, workload consolidation, 

minimizing number of migrations, active physical hosts 

and Load balancing. 

 

As well as to develop a method that can give effective 

improvement in terms of reducing energy efficiency. 

How to improve energy efficiency with considering all 

these parameter is a challenging task in a cloud 

computing environment. Various advanced concept such 

as future forecasting of resource requirement, virtual 
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machine consolidation and live migration, server 

consolidation can be applied to improve energy 

efficiency and better result can be obtained as compared 

to previous proposed methods. 

 

Consolidation of virtual machines is one of the key 

strategies used to reduce the power consumption of 

Cloud data centers. Consolidation has the goal of 

allocating virtual machines on a few physical servers as 

possible, while satisfying the Service Level Agreement 

established with users. The effectiveness of a 

consolidation strategy strongly depends on the forecast 

of virtual machine resource needs. To this aim, data-

driven models can be exploited to develop intelligent 

consolidation policies. In particular, migrations are 

driven by the forecast of the future computational needs 

(CPU, RAM) of each virtual machine, in order to 

efficiently allocate those on the available servers. 

 

Proposed work flow is shown in fig 3.1. All steps can be 

described as bellow: 

Step-1: Obtains the list of available physical machine 

running for providing cloud computing services.  

Step-2: Checks for any workload is assigned or VM is 

created over PM or not. 

Step-3: If no workload is assigned or no VM running 

over PM then it is in ideal state so shut down it. 

Step-4: If workload is assigned then gets the list of 

number of VM running over each PM. 

Step-5: At run time CPU and RAM needs of each VM 

are monitored by VM monitor module and logged as 

VM resource usage data. 

Step-6: such data are analyzed by data mining models. 

Step-7: This data mining model will discover usage 

models for CPU and RAM resources. 

Step-8: Sort VM as per current as well as future resource 

demand. 

Step-9: VM migration management will apply VM 

migration policy. 

Step-10: VM Migration list can be obtained 

Step-11: Apply VM placement Policy 

Step-12: Identify any PM has become ideal 

Step-13: shutdown PMs obtained from step-12 

 

 
Figure  1.  proposed work flow 

 

IV. CONCLUSION 

 

After studding and analysing various VM placement and 

VM consolidation techniques we can’t say that a single 

technique is best. The major issues that are needed to be 

resolved in these techniques are: Quality of service, 

Throughput, Effective resource utilization, Workload 

consolidation, Minimizing number of migrations and 

active physical hosts, Load balancing. 

 

V. FUTURE WORK 

 

In future I will work to minimize the number of 

migration in order to balance the load and minimizing 

SLA violations. 
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ABSTRACT 
 

The aim is to recognize the item sets from transaction databases that direct the high profit of the business. It 

identifies groups of items that are brought together that earn a high profit. It can help the owner to earn more by 

promoting the sales of high utility items, so High Utility mining has attracted significant attention from the 

researchers. A number of algorithms have been designed to mine high-utility item-sets using various approaches and 

various data structures. However, it is necessary to improve the existing methods in terms of execution time and 

memory consumption. All previous high utility item-set mining algorithms like two-phase, HUI-Miner, FHM, 

mHUI-Miner scan the database multiple times. From the observation that we identified the performance of the 

algorithms can be improved by reducing the database scanning frequency and cost. In previous algorithms like HUI-

Miner and mHUI-Miner, performs a time-consuming utility lists join operation on item-sets. In this research we 

propose a novel data structure Item Utility Matrix with Index vector and efficient procedure to join the utility list. 

We also propose a transaction aggregation to reduce the size of utility list. Our proposed algorithm outperforms the 

previous methods in execution time required. 

Keywords: Data Mining, High Utility Item-set, Transaction Weighted Utility, Item Utility Matrix, Index Vector. 

 

I. INTRODUCTION 

 

In recent days, there is rapid growth in producing data in 

the world. The same conventional methods and 

processing power of assessing and examining the data 

do not follow this rapid growth. Due to this limitation, a 

large amount of data is still kept without used. Data 

mining is a research area that tries to overcome these 

problems and proposes some solutions for the extraction 

of important and useful information from this hugeset of 

data. The process for extracting useful information from 

large amount of data is known as Data Mining. In other 

words, we can say that data mining is the procedure of 

mining knowledge from data. 

 

The rapid growth of database methods facilitates the 

store and use of large data from corporate sector, 

government offices, and scientific organizations. How to 

find out important and useful information from various 

databases has received significant attention, which 

results in the sharp rise of related research areas. Among 

this area, the high-utility item set mining problem is one 

of the most important, and it is derived from the well-

known problem frequent item-set mining problem[1]. 

 

Frequent Item-set Mining (FIM) is a famous data mining 

task. For a transaction database, FIM consists of finding 

out frequent item-sets, i.e., set of items (Item-sets) 

appearing frequently in the transaction database[2][3], 

FIM is crucial to many applications. A conventional 

application of FIM is market-basket analysis. In this 

context, frequent item-sets are showing and then used by 

retail store managers to co-promote frequently 

purchased item-sets[2]. Though much work has been 

done on FIM, a fundamental limitation of FIM is, it 

assumes that in each transaction only item can appear or 

not regardless of number of quantity and all items have 

the same importance (weight, unit profit or value). These 
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two things do not hold in the real world. For example, 

consider a database of customer„s transactions. It is 

casual that a customer will buy one or more unit of the 

same item (e.g., a customer may buy several pouches of 

milk), and all the products do not have the same profit 

(e.g., selling a shampoo earn more profit than selling a 

juice-bottle). Conventional FIM algorithms do not 

consider purchase quantities and profit of items. Thus, 

FIM algorithm would not consider this useful 

information and only find frequent item-sets, rather than 

finding those earning a more profit. As a result, many 

monotonous frequent item-sets generating a low profit 

may be discovered, and many rare item-sets yielding a 

high profit may be missed. To address this type of  issue, 

the problem of High-Utility Item-set Mining (HUIM) 

has been defined [4][5][6] as “Derived the item sets 

from the transaction database yields the high profit” As 

opposite to FIM[2][3], HUIM considers the item 

quantity and each item profit(e.g., unit profit). The 

objective of HUIM is to find out the item-sets having a 

high-utility (a high importance, such as a high profit), 

that is High-Utility Item-sets. The High-utility Item-set 

mining has been developed as an significant research 

area of data mining in current years and has inspired 

several other important data mining tasks such as high-

utility sequential pattern mining[4]. 

 

II. PROBLEM BACKGROUND 

 

A. Preliminary 

Let I = {i1,i2,i3,…in} be a set of single items. A 

transaction database DB that consists of a transaction 

table and a utility table. The transaction table contains a 

set of transactions {T1,T2,T3,….,Tm}. Where Tid is the 

unique transaction identifier for each transaction. Each 

transaction is a subset of I and counts value is associated 

with each item in the transaction. The utility table stores 

all the utility values for each item i in I. 

 

Table 1. Transaction Database 

Tid Transactions 

T1 c  2 b  1  e  1 - - 

T2 a  3 e  2 g  1 b  4 - 

T3 a  1 b  2 c  3 d  4 e  5 

T4 f  3 g  1 - - - 

T5 b 1 a  1 d  1 - - 

 
 

 

 

Table 2. Utility table 

Item a b C d e f g 

Profit 5 1 3 4 2 1 2 

 

Definition 1: Transaction Database. 

Let I be an item-set (symbols). A transaction set in 

transaction database DB = {T1, T2, T3,…Tm} such that 

for all individual transaction Ti , Ti ∈ I and Ti 

transaction has a unique identifier i called its Transaction 

id. The Profit value p (i) in Utility Table associated with 

i ∈ I is known as an external utility. For each transaction 

Ti in transaction table such that i ∈ T, a positive number 

q (i, Ti) is known as the internal utility of i (e.g. In 

Transaction Ti it is the purchase quantity of item i).   

 

Example 1. Consider the database in Table 1 & 2. This 

database has five transactions like T1, T2, T3, T4, and 

T5. In T2 Transaction items a, e, g, b exist with an 

internal utility 3, 2, 1 and 4 respectively.  The external 

utility of these items is 5, 2, 2 and 1 respectively. 

 

Definition 2: Utility of an Item in a Transaction.  

In the transaction Ti the utility of an item i is u(i, Ti) =  

q(i, Ti) × p(i) 

 

Example 2. The utility of item a in T2 is u (a, T2) = 5 × 

3 = 15. 

 

Definition 3: Utility of an Item-set in a Transaction.  

The utility of an item-set X (a group of items X ⊆ I) in a 

transaction Ti is denoted as u(X, Ti) and defined as u (X, 

Ti) = ∑ i∈x  u( i, Ti ) 

 

Example 3. The utility of the item-set {a, c} in T2 is u 

((a, e), T3) = u (a, T3) + u (e, T3) = 1 × 5 + 5 × 2 = 10. 

 

Definition 4: Utility of an Item-set in a Database. 

The utility of an item-set X is denoted as u(X) and 

defined as u(X) = ∑ Ti∈g(x) u(X, Ti ), where g(X) is the set 

of transactions containing X.  

 

Example 4. The utility of the item-set {b, e} in database 

is u(b, e) = u((b,e),T1) + u((b,e),T2) + u((b,e),T3)  

    = u(b,T1) + u(e,T1) + u(b,T2) + 

               u(e,T2) + u(b,T3) + u(e,T3) 

    = 1 + 2 + 4 + 4 + 2 + 10 

    = 23 
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Definition 5: Problem Definition. 

The problem of high-utility item-set mining is to 

discover all high-utility item-sets. An item-set X is a 

high-utility item-set if its utility u(X) is no less than a 

user-specified minimum utility threshold MinUtil given 

by the user. Otherwise, X is a low-utility item-set.  

High Utility itemset = X ⊆ I where u(X) ≥ MinUtil  

 

Example 5.  itemset X = (b,e) and MinUtil=15. u(b,e) is 

23 greater than MinUtil so X is high utility itemset. 

 

B. Challenges in HUIM  

The problem of HUIM is widely accepted as, tougher 

than the problem of FIM. In FIM, the downward-

closure-property states that the frequency (support) of an 

item-set is anti-monotonic [2], Means, supersets of an 

infrequent item-set are infrequent and subsets of a 

frequent item-set are frequent. This property is called the 

Apriori property. It is very powerful to trim (prune) the 

search space. But in High-Utility-Item-set-Mining, the 

utility of an item-set is neither monotonic nor anti-

monotonic. That is, a High Utility Item-set may have a 

superset or a subset having a lesser, equal or more utility 

[7] [14] [15] [16]. Thus, methods that have been used in 

FIM to trim the search space based on the downward-

closure-property of the support cannot be directly 

applied in High-Utility-Item-set-Mining, for trim the 

search space. 

 

For example, consider the following transaction 

database and utility table  

 

Table 3. Transaction Database 

Transaction  a  b  c  d  

T1  3  0  2  4  

T2  0  4  1  0  

T3  4  1  3  1  

T4  1  1  0  1  

T5  0  6  2  0  

 

Table 4. Utility Table 

Item a b c D 

Profit 5 7 2 1 

 

Consider User Specific threshold MinUtil = 45. The 

utility of item set X = {a, c, d} is 50 which is more than 

the MinUtil so X is the high utility item set.  Another 

itemset Y={c}.  utility of  Y  is  18 less than  MinUtil  so 

Y is not high utility itemset event  Y is subset of X. now 

consider itemset P={a,b,d} Utility of P is  41 ≤  MinUtil  

and subset of P is Q={b} utility of Q is 84 >= MinUtil 

so P is not a  high utility itemset even it is superset of 

high utility itemset Q . so more challenges task in the 

problem of HUIM is the prune the search space. 

In the problem of HUIM uses a measure called the 

Transaction-Weighted-Utility (TWU), which is an upper 

bound of transaction utility of item-set and it is an anti-

monotonic. 

 

Definition 6: Transaction Utility 

The transaction utility of a transaction Ti is the 

summation of the utilities of every item in transaction Ti 

that is  TU(Ti)  = ∑ i ∈  Ti  u( i, Ti). In another word, the 

transaction utility of a transaction is the total profit made 

by that transaction.  

 

Example 6. The Transaction utility of transaction T1 is 

TU (T1) = u (c, T1) + u (b, T1) + u (e, T1) 

       = 6 + 1 + 2 = 9  

 

Definition 7: Transaction Weighted Utility of an 

Item-set. 

Let an item-set X. The Transaction-Weighted-Utility 

(TWU) of X is the sum of the transaction utilities TU of 

transactions Ti containing X and is denoted as TWU(X). 

Formally, TWU(X) = ∑ x ∈ Ti  TU(Ti).  The TWU 

signifies the total profit made by the transactions holding 

the item-set X.  

 

Example 7. The TWU(b) = TU(T1) + TU(T2) + TU(T3) 

+ TU(T5) 

     = 9 + 25 + 42 + 10 

     = 86  

 

The Transaction-Weighted-Utility of an item-set is the 

overestimation of the actual utility of an item-set, 

TWU(X) ≥ u(X) utility. TWU is anti-monotonic, i.e. 

TWU(X) ≥ TWU(Y) if X ⊂ Y, means that if the TWU 

of item-set X is smaller than the user specify threshold, 

there is no need to consider all the supersets of X, 

because the TWU of the supersets of X are  definitely to 

be smaller as well. 

III. RELATED WORK 

 

Much research has been done in the area of -High Utility 

Item-set Mining which is described here. In previous 

research, a variety of algorithms for finding high utility 

item-set like Two-Phase [4], UP-Growth [16], HUI-
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Miner [15], FHM [6], mHUI-Miner [17] etc from 

transaction database have been proposed. 

 

In 2005, Ying Liu proposed a two-phase algorithm [4] 

that find out the high utility item-set in two phase.  

Phase-1 calculates the TWU transaction weighted utility 

of each item and maintains a Transaction-weighted-

Downward-Closure Property. Thus, only the group of 

high transaction weighted utility item-sets are appended 

into the candidate set at each level during the level-wise 

search. Phase I sometimes overestimate some low utility 

item-sets, but it never underestimates any item-sets. In 

phase II, overestimated item-sets are filtered out for that 

one more time database scan is performed. This 

algorithm demands multiple times databases scan and 

generates a large number of candidate-sets because of a 

level-wise method.  

 

In 2010, Vincent S. Tseng proposed a UP-Growth [16] 

that reduce the number of candidate item-set UP-Growth 

uses four strategies, Discarding-Global-Unpromising 

items (DGU), Decreasing-Global-Node utilities (DGN), 

Discarding-Local-Unpromising items (DLU), and 

Decreasing-Local -Node utilities (DLN). Also, it defines 

a tree data structure, called UP-Tree, with two times 

database scans and conducts mining high utility item-

sets. It calculates the TWU of every item by first time 

scanning the database and then removes the item having 

low TWU than MinUtil from each transaction and 

transaction are arranged TWU descending order. Then 

the transactions are appended to the UP-Tree. Also 

applied DGU and DGN are for reducing overestimated 

utilities in the same stage. After that, high utility item-

sets are discovered from the UP –Tree with applying 

DLU and DLN. The proposed method performs in three 

parts: (1) Construction of Tree “UP- Tree” (2) Discover 

potential high utility item-sets from the “UP-Tree” by 

UP-Growth (3) Identification of actual high utility item-

sets from the set of potential high utility item-sets. 

 

Mengchi Liu proposed an HUI-Miner (High Utility 

Itemset Miner) [15] that discovers the high utility item-

set without generating candidate item-set. They 

proposed a new data structure called utility-list which 

stores the utility of item-sets and also stores the 

heuristics information for the decision of pruning.  

Initially, it creates utility list for 1-itemset. Then, HUI-

Miner algorithm constructs utility list for k-itemset 

recursively by the pairing of utility lists of k-1 item-set. 

For mining high utility item-set, each utility list for an 

item-set contains transaction id for all transaction 

containing the item-set, utility of the item-set in the 

transaction and the remaining utility value.  

 

In 2014, Philippe Fournier-Viger proposed an FHM[6] 

that extends the Hui-Miner Algorithm. This is Depth 

First Search Algorithm. It uses the utility-lists to 

calculate the actual utility of itemsets. This algorithm 

proposed a novel data structure named EUCP (Estimated 

Utility Co-occurrence Pruning) to minimize the number 

of joins operations of utility list. Estimated Utility Co-

Occurrence Structure (EUCS) maintains the transaction 

weighted utility (TWU) of all 2-itemsets. It is built 

during the initial database scans. EUCS defined as 

triangular matrix or hash-map. The memory usage of the 

EUCS structure is small. FHM is faster than HUI -Miner. 

 

Recently in 2017, Alex Yuxuan Peng proposed a mHUI-

Miner [17] used a prefix tree structure to avoid 

construction of unnecessary utility-lists. A pleasant 

property of prefix tree structure is that a path in the tree 

corresponds to a database transaction. mHUI-Miner 

creates a local prefix tree and extends an itemset by 

joining the utility list. It maintains the utility information 

in the utility list. 

 

To improve the performance of the mHUI-Miner 

algorithm by reducing the database scanning cost and 

frequency.  It also improves the performance by 

proposing the efficient algorithm for joining the Utility-

List.  

IV. PROPOSED WORK: FEA-HUIM  

 
Figure 1. Proposed Flowchart of FEA-HUIM 
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Figure 2. Proposed Flowchart of Mining Procedure 

 

 
Figure 3. Proposed Flowchart of Construct Procedure 

 

In this section, our proposed algorithm FEA-HUIM is 

presented. It takes the transaction database and MinUtil: 

user-specific threshold. The algorithm first scans the 

database and calculates TWU of each individual item. 

Simultaneously stores the database into our novel data 

structure IUM: Item Utility Matrix and creates index 

vector. The index vector stores the item column number 

from the IUM as TWU descending order. The IUM 

performs the aggregation of the similar transaction.  Then 

creates a global prefix tree. From the global prefix tree, 

the Mining algorithm discovers the High Utility Item-set. 

The mining procedure also uses the construction 

procedure for joining the utility list of item-sets. We also 

propose the efficient construct algorithm. Our proposed 

flow chart as below in Figure 1 to 3. 

 

Now we discuss our proposed system with an example, 

Consider the transaction database and utility table 

mentioned in table 1 and table 2 respectively. Then we 

scan the database and create our novel data structure 

IUM and index vector as mentioned below.in IUM first 

row specifies the items and second-row store the TWU 

of each item. Create a utility list of each item. The utility 

list maintains the utility information. Utility list structure 

is as <Tid, iutil,rutil>. The iutil field store the utility of 

item-set from the transaction Tid, rutil field store the 

utility of remaining items from the transaction.    
 

Table 5. Item Utility Matrix        Table 6. Index Vector 
 

 
 

Table 7. Utility List of 1-itemset 

 
 

In Item Utility Matrix (IUM) merge the similar 

transaction as performing the sum of item utility. Then 

read the transaction and insert into the global prefix tree 

as per index vector order. i.e first read the item specify 

by column number in the index vector first position. 

Then select the next item specified by the column 

number in the index vector second position as so on. In 

our example for transaction T1 inset the items b-e-c in 

order. Same way inserts all transaction in the global tree. 

Also, maintain the header table as below figure. 
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Figure  4. Global Tree 

 

In the next step select the item from the bottom of the 

header table i.e c and create a local prefix tree and its 

header table then recursively add the item in the current 

item set if its total utility is larger than the MinUtil 

threshold. i.e after c fetch the item d from the bottom of 

the header table and create a local prefix tree, header 

table, utility list by joining the utility list of item-set c 

and utility list of item d. 

 

Similarly, perform the same procedure for all the 

remaining items from the header table of global prefix 

tree T. Finally discover all the high utility item-sets are 

{cdea} utility is 40, {cdeab} Utility is 42 and {eab} 

Utility is 40.  

 
Figure 5.  local prefix tree and header table of „c‟ 

 

 

 

 

 
Figure 6.  local prefix tree, header table and Utility List 

of „cd‟ 

 

V. COMPARISON AND DISCUSSION 

 

In the previous research like Two-Phase, FHM, mHUI-

Miner scan the database two times. Database scanning 

cost is high so it consumes must time for database 

scanning. Two-Phase, Up-Growth algorithm generates a 

number of candidate itemset then find out the actual 

high utility item set so it degrades the performance of 

the algorithms. In HUI-Miner, candidate item set is not 

generated but it performs the costly join operation of 

utility list. Recently, mHUI-Miner has been proposed 

that resolve the problem of candidate set generation and 

minimize the number of the join operation. For the 

problem of High Utility Item-set Mining mHUI- Miner 

outperforms the previous. Still, in mHUI-Miner database 

scan multiple times so it is time-consuming while in our 

proposed algorithm it scans the database only once. In 

mHUI-Miner to generate global tree perform the sorting 

operation on items for each transaction to insert. While 

in our proposed method it is just read the item as per 

order mentioned by index vector. It also observed that in 

mHUI-Miner construct procedure each entry in the one 

utility list is compared with all entry of another utility 

list so the complexity of construct procedure in the 

mHUI-Miner is the O (mn) where m & n is the number 

of transaction entries in the utility list of item-set x and 

item-set y. But due to transaction aggregation the size of 

utility list can be reduced, so the complexity of our 

proposed construct algorithm is at most O (m + n). 

Roughly the overall time complexity of mHUI-Miner 

algorithm is O(2TdbI
2
mn) while over proposed algorithm 

is O(TdbI
2 
(m+n)) where Tdb is the database scanning cost, 

I is the number of items, m & n are the number of 

transaction entries in utility lists.  From the above fact 

that the proposed algorithm is faster than the mHUI-

Miner. 

 

The proposed algorithm yet to be implemented in java 

platform and will perform the experiment on Retails, 

Chainstore, Accident, Mushroom datasets for various 

utility threshold. It will prove that our proposed 

algorithm is better in terms of execution time than the 

previous mHUI-Miner.  

 

VI. CONCLUSION 

 

We find out that most of HUIM algorithm consume the 

time for database scanning, unnecessary generating 

candidate set. Some algorithms consume memory and 
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time for construction of un-necessary utility list and 

joining this utility lists. Performance of the High Utility 

Item-set mining algorithm can be improved by, reducing 

database scanning cost, frequency, and efficient Pruning 

Strategy. We propose the algorithm that scans the 

database only once. Also, propose the transaction 

aggregation that reduces the size of utility list and fast 

construction operation for joining the utility list.  

 

Roughly the overall time complexity of mHUI-Miner 

algorithm is O(2TdbI
2
mn) while over proposed algorithm 

is O(TdbI
2 
(m+n)) where Tdb is the database scanning cost, 

I is the number of items, m & n are the number of 

transaction entries in utility lists. From the said 

theoretical analysis we conclude that our proposed 

algorithm outperforms the previous algorithm with 

respect to execution time.   
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ABSTRACT 
 

Machine Translation using Deep Learning (Neural Machine Translation) is a newly proposed approach to machine 

translation. The term Machine Translation is used in the sense of translation of one language to another, with no 

human improvement. It can also be referred to as automated translation. Unlike the traditional statistical machine 

translation, the neural machine translation aims at building a single neural network that can be jointly tuned to 

maximize the translation performance. This survey reveals the information about Deep Neural Network (DNN) and 

concept of deep learning in field of natural language processing i.e. machine  translation. It is better to use Recurrent 

Neural Network(RNN) in Machine Translation. This paper studies various techniques used to train RNN for various 

language corpuses. RNN structure is very complicated and to train a large corpus is also a time-consuming task. 

Hence, a powerful hardware support (Graphics Processing Unit) is required. GPU improves the system performance 

by decreasing training time  period. 

Keywords: Machine Translation, Neural Networks, Neural Machine Translation, Deep Learning 

 

I. INTRODUCTION 

A. Deep Learning 

Deep learning is part of machine learning methods based 

on learning data representations, as opposed to task-

specific algorithms[9]. Learning can be supervised, 

partially supervised or unsupervised. Deep learning 

architectures such as deep neural networks, deep belief 

networks and recurrent neural networks[1] have been 

applied to fields including computer vision, speech 

recognition, natural language processing, audio 

recognition, social network filtering, machine 

translation and bioinformatics where they produced 

results comparable to and in some cases superior
 
human 

experts. 

 

B. Deep Neural Networks 

A deep neural network (DNN) is an ANN with multiple 

hidden layers between the input and output layers[1]. 

DNNs are typically feed forward networks in which data 

flows from the input layer to the output layer without 

looping back. Recurrent neural networks (RNNs), in 

which data can flow in any direction, are used for 

applications such as language modeling.
 
Long short-term 

memory is particularly effective for this use. 

Convolutional deep neural networks (CNNs) are used in 

computer vision. CNNs also have been applied 

to acoustic modeling for automatic speech recognition 

(ASR)[1]. 

 

C. Machine Translation 

Machine Translation (MT) is a sub-field of 

computational linguistics that investigates the use of 

computer software to translate text or speech from one 

natural language to another. At its basic level, MT 

performs simple substitution of words in one natural 

language for words in another. Machine Translation 

system are needed to translate literary works which from 

any language into native languages. The literary work is 

fed to the MT system and translation is done. Such MT 

systems can break the language barriers by making 

available work rich sources of literature available to 

people across the world[11]. Figure 1[11] shows process 

of Machine Translation in the form of pyramid. 
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Figure 1. Machine Translation Pyramid 

 

D. Neural Machine Translation 

Neural Machine Translation is the approach of modeling 

the entire MT process via one big artificial neural 

network[18]. Figure 2[18] shows architecture or encoder 

and decoder. 

 
Figure 2. Neural encoder-decoder architecture 

 

II.  LITERATURE SURVEY 

 

Jiajun Zhang and Chengqing Zong have designed many 

kinds of Deep Neural Networks. There are five popular 

neural networs introduced in their research work[1]. 

 Feed Forward neural network 

 Recurrent neural network 

 Recursive auto-encoder 

 Recursive neural network 

 Convolutional neural network 

 

FNN(Feed Forward Network) : 

The feed-forward neural network (FNN) is one of  the  

simplest  multilayer  networks. Figure 3[1] shows an 

FNN architecture with hidden layers as well  as input 

and output layers[1]. 

 
Figure 3. FNN Architecture 

n-gram is collected from a text or speech corpus. The 

FNN attempts to predict the conditional probability of 

the next word given the fixed-window history words. 

 

RNN (Recurrent Neural Network): 

The recurrent neural network (RecurrentNN) is 

theoretically more powerful than FNN in language 

modeling due to its capability of representing all the 

history words rather than a fixed-length context as in 

FNN. 

 

RAE (Recursive Auto Encoder): 

The RAE provides a good way to embed a phrase or a 

sentence in continuous space with an unsupervised or 

semisupervised method. 

 

Recursive Neural Network: 

RecursiveNN differs from RAE in four points: 

RecursiveNN is optimized with supervised learning; the 

tree structure is usually fixed before training; 

RecursiveNN doesn’t have to reconstruct the inputs; and 

different matrices can be used at different nodes. 

 

Convolutional Neural Network: 

The convolutional neural network (CNN)
 
consists of the 

convolution and pooling layers and provides a standard 

architecture that maps variable-length sentences into 

fixed-size distributed vectors. The CNN model takes as 

input the sequence of word embeddings, summarizes the 

sentence meaning by convolving the sliding window and 

pooling the saliency through the sentence, and yields the 

fixed-length distributed vector with other layers, such as 

dropout and fully connected layers. 

 

Kyunghyun Cho, Aaron Courville, and Yoshua Bengio 

describe Systems that learn to attend to different places 

in the input, for each element of the output, for a variety 

of tasks: machine translation, image caption generation, 

Transfer 

Direct translation 

Interlingua 

Target Source 

Analysis Generation 
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video clip description, and speech recognition[2]. The 

attention-based neural machine translation uses a 

bidirectional recurrent neural network (BiRNN) as an 

encoder. The forward network reads the input sentence 

from the first word to the last, resulting in a sequence of 

state vectors 

                                {  ⃗⃗⃗⃗    ⃗⃗⃗⃗       ⃗⃗ ⃗⃗ } 

The backward network, on the other hand, reads the 

input sentence in the reverse order, resulting in  

{  ⃗⃗ ⃗⃗      ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗      ⃗⃗⃗⃗ } 

The use of the BiRNN is crucial if the content-based 

attention mechanism is used. The content-based 

attention mechanism relies solely on a so-called content-

based scoring, and without the context information from 

the whole sentence, words that appear multiple times in 

a source sentence cannot be distinguished by the 

attention model[2]. 

Attention based Neural Network[2] 

The content-based attention mechanism computes the 

relevance of each spatial, temporal or spatio-temporally 

localized region of the input,while the location-based 

one directly returns to which region the model needs to 

attend,often in the form of the coordinate such as the –

coordinate of an input image or the offset from the 

current coordinate. 

 

Sanjanaashree P and Anand Kumar M presented a new 

area of Machine Learning approach termed as a Deep 

Learning for improving the bilingual machine 

transliteration task for Tamil and English languages with 

limited corpus[3]. This technique precedes Artificial 

Intelligence. The system is built on Deep Belief 

Network (DBN), a generative graphical model, which 

has been proved to work well with other Machine 

Learning problem. They  have obtained 79.46% 

accuracy for English to Tamil transliteration task and  

78.4 % for Tamil to English transliteration. Bilingual 

Machine Transliteration task for Tamil and English 

languages is proceeded using DBN[3]. Figure 4[3] 

shows DBN architecture. 

 

Figure 4. DBN Architecture 

 

The system architecture is shown in Figure 5[3]. The 

two layers RBM on the right side is the encoders for 

source language and the left side is named as target 

language encoders. The uppermost layer is called Joint 

layer that concatenates the output of the top layer of 

source and target encoders. For a word to be 

transliterated, the source language word is passed 

through the source encoders and then reaches the joint 

layer and at last traverses downwards through the target 

encoders resulting with the transliterated word as the 

final output. In this architecture, each layer has ‘n’ 

number of neurons. Greedy layer-wise training is 

performed, the output of a layer becomes an input for 

the preceding layer. 

 
Figure 5. System Architecture for Transliterian 

 

It concludes that a Deep Learning approach for bi-

lingual transliteration is handled for English and Tamil 

languages using Deep Belief Networks. DBN is fully bi-

directional, supports dimensionality reduction and it 

supports  unsupervised way of learning feature and a 

supervised way for transliteration. with the small 

amount of corpus accounting to 3000 names, a decent 

result of accuracy around 79% is obtained in both ways, 

bi-lingual transliteration. 

 

Zhen Yang, Wei Chen, Feng Wang and Bo Xu validate 

the hypothesis and propose a simple and flexible 

framework, which enables the NMT model to only focus 

on the relevant sense type of the input word in current 

context[4]. Firstly, this is the first effort to introduce the 

multi-sense representation, which represents each sense 

type of the word with a sense-specific embedding, into 

NMT. Secondly, propose a sense search module which 

can detect the sense type of the word automatically. 

Multi-Sense model is able to detect the sense type of the 

word exactly, and achieves remarkable improvements on 



International Journal of Scientific Research in Science, Engineering and Technology (ijsrset.com) 

 

 
148 

every test set over competitive baselines. The proposed 

sense search module enables the model to detect the 

right sense type of the input word automatically. Since 

the sense search module is task independent, it can be 

applied to any other semantic related NLP tasks with 

little modification[4]. 

 

XIAO-XUE WANG, CONG-HUI ZHU, SHENG LI, 

TIE-JUN ZHAO, DE-QUAN ZHENG have proposed 

trilingual NMT[5]. Based on the Encoder-Decoder and  

attentional mechanism, we translate source language to 

target language, meanwhile translate another parallel 

source language to target language. They provide two 

approaches  called  splicing-model and  similarity-model. 

Both of the approaches are in order to enhance the 

semantic representation of input sequences. 

 

Splicing model[5] 

In this model, we get a new vector c which includes 

information of vector c’ from source language1 and 

vector c’’ from source language2. We think the new 

vector c is the semantic representation of parallel source 

language1 and source language2. 

 

Figure 6[5].  The process of Splicing model 

 

Similarity-model 

Figure 7[5] shows the process. Because the whole 

process is based on similarity of vectors, we call the 

model similarity-model in this paper. And as you see in 

Figure 2, two systems are independent, so parameters 

are independent. Only in the training process we need to 

input source language1 and source language2 

simultaneously. Once the model is trained, we could test 

the performance of the system from source language1 to 

target language by only inputting source language1 and 

test the performance of the system from source 

language2 to target language by only inputting source 

language2. 

 
Figure 7. The process of similarity model 

 

Feng Wang, Wei Chen, Zhen Yang, Xiaowei Zhang, 

Shuang xu and Bo Xu have proposed NMT model with 

class-specific copy network, which is referred to as 

CSCNMT[6]. With the network, the proposed NMT 

model is able to decide which class the words in the 

target belong to and which class in the source should be 

copied to. Experimental results on Chinese-English 

translation tasks show that the proposed model 

outperforms the traditional NMT model with a large 

margin especially for sentences containing the rare 

words. Copy mechanism has been proposed to deal with 

rare and unseen words for the neural network model 

using attention. But the negative point is that it’s only 

able to decide whether to copy or not. It is unable to 

detect which class should the rare word be copied to, 

such as person, location, and organization. This paper 

proposes a new NMT model by novelly 

incorporating a class-specific copy network to 

overcome this issue[6]. 

 

Andi Hermanto, Teguh Bharata Adji, Noor Akhmad 

Setiawa have proposed RNN model for English-

Indonesian machine translation[7]. In this research, a 

comparison between neural based network that adopts 

Recurrent Neural Network (RNN) and statistical based 

network with n-gram model for two-way English-

Indonesian Machine Translation (MT) is conducted. The 

perplexity value evaluation of both models show that the 

use of RNN obtains a more excellent result. Meanwhile, 

Bilingual Evaluation Understudy (BLEU) and Rank-

based Intuitive Bilingual Evaluation Score (RIBES) 

values increase by 1.1 and 1.6 higher than the results 

obtained using statistical based. 
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Figure 8. Recurrent Neural Language Model 

 

Table 1. Literature Review 

 

Review 

Paper 

Title Publication 

and year 

Description 

Paper-1 

[1] 

Deep neural 

networks in 

machine 

translation : 

An overview 

IEEE, 2015 Various 

Neural 

Networks used 

in Different 

NLP methods 

are described 

Paper-2 

[2] 

Describing 

multimedia 

content using 

attention 

based 

Encoder-

Decoder 

network 

IEEE 

Transactions 

on 

Multimedia, 

2015 

Describes 

Attention 

Based Neural 

Networks 

Paper-3 

[3] 

Joint Layer 

based Deep 

Learning 

Framework 

for Bilingual 

Machine 

Transliteratio

n 

IEEE, 2015 Use of Deep 

Belief 

Network for 

Transliteration 

task for Tamil 

and English 

languages 

Paper-4 

[4] 

Multi-Sense 

Based Neural 

Machine 

Translation 

IEEE, 2017 Shows 

comparison 

between RNN 

and Sense-

based model 

and introduces 

the multi-

sense 

representation 

Paper-5 

[5] 

Neural 

Machine 

Translation 

Research 

Based On 

The Semantic 

Vector Of 

The Tri-

IEEE, 2016 Describes two 

approaches for 

trilingual 

translation 

with parallel 

corpus based 

on RNN and 

attention 

lingual 

Parallel 

Corpus 

mechanism 

Paper-6 

[6] 

A Class-

specific Copy 

Network for 

Handling the 

Rare Word 

Problem in 

Neural 

Machine 

Translation 

IEEE, 2017 Proposes a 

class-specific 

copy network 

model to 

overcome 

some issues 

faced in 

handling rare 

words 

Paper-7 

[7] 

Recurrent 

Neural 

Network 

Language 

Model for 

English-

Indonesian 

Machine 

Translation: 

Experimental 

Study 

IEEE, 2015 Uses RNN 

language 

model for 

English-

Indonesian 

Translation 

and shows 

comparison of 

this model 

with Statistical 

based 

language 

model 

 

 

III. PERFORMANCE IMPROVEMENT USING GPUs 

 

Deep learning application requires high computations 

because there exists large matrix multiplication, parallel 

processing and number of calculations during training 

phase. Graphics processing unit (GPU) is very good 

option for parallel processing and fast computation as 

compare to the CPU. GPU not only provides better 

energy efficiency but it also archives substantially 

higher  performance over CPUs. 

 

IV. CONCLUSION 

 
In the present time, machine translation is a very hot 

research topic in natural language processing area. Deep 

learning helps to  train  a  translation  system  like  a  

human  brain. RNN and RAE provides  better  result  in  

text  processing  as  compare  to  other neural  networks. 

From above all papers about Machine Translation I have 

analyzed that deep learning is much better than any 

other methods for giving accurate result. But the 

processing time is high, also it needs more time to 

training a system. 
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ABSTRACT 
 

Facial expression recognition by computer plays a key role in human computer interaction. FER has many 

applications such as Human-Robot interaction, surveillance, Driving-safety, Health-care, Intelligent tutorial system, 

music for mood, etc. Basically, Facial expression recognition can be done using Artificial Neural Network (ANN) 

and Support Vector Machine (SVM). So the accuracy of facial expression depends on these two phases, Feature 

extraction phase and classification phase. In this paper I’m going to survey different methods of FER and even face 

recognition methods. 

Keywords: Facial Expression, Face recognition, CNN 

 

I. INTRODUCTION 

 

Artificial Neural Networks are computing systems 

inspired by the biological neural networks that constitute 

animal brains. Such systems learn to do tasks by 

considering examples, generally without task-specific 

programming. The human brain is composed of 86 

billion nerve cells called neurons[1]. They are connected 

to other thousand cells by Axons. ANNs are composed 

of multiple nodes, which imitate biological neurons of 

human brain. The neurons are connected by links and 

they interact with each other.  

 

The nodes can take input data and perform simple 

operations on the data. The result of these operations is 

passed to other neurons. The output at each node is 

called its activation or node value. Each link is 

associated with weight. ANNs are capable of learning, 

which takes place by altering weight values[1]. 

However Convolutional Neural Networks(CNNs) have 

an edge over conventional MLPs in terms of image 

recognition and classification. The brief introduction of 

CNN is given in chapter III. 

 

 

Facial Expression Recognition System 

 

Almost all prediction based systems consist of mainly 

two phases: Training phase and Testing phase. In either 

Supervised or Un-supervised learning method first 

feature vectors are trained based on given labelled data 

in case of Supervised learning or on given attributes in 

case of Un-supervised learning. These trained vectors 

are then used to test an unseen data and gives label 

accordingly. 

 

In FER it is identified as Feature Extraction and 

Classification phases. In feature extraction phase certain 

features of an image is extracted based on which 

classifier, in classification phase, classifies image to one 

of the label of domain. 

 

For fast and better training, first of all image is pre-

processed to reduce noise. Pre-processing also includes 

converting image into grayscale and resizing it into 

predefined dimensions. For different FER methods 

different sizes can be considered. 

 

Then next step is to detect face from the pre-processed 

image. There are lots of techniques available for 

detecting face from an image like Haar classifier, Ada 
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boost technique by Viola-jones, Adaptive skin colour, 

etc., which gives output as face image or non-face 

image[4]. 

 

After face is detected another step is to extract features 

from face image. It can be done directly from given 

image or also from video frames. Features such as eyes, 

nose, mouth, eyebrows, ears, etc. are detected. Feature 

extraction process works significantly well if face is 

already detected. There are two types of methods for 

feature extraction : Appearance based and Geometric 

based. Geometric based methods are more suitable for 

real time applications as Appearance based method 

consumes more power, time and memory but also highly 

discriminative. There are many feature extraction 

methods are there but Gabor feature and LBP[2] gives 

optimal results. There are also pre-defined Neural Net 

structures available such as AlexNet[6], which is a 

Convolutional Neural Net, useful in feature extraction. 

 

In last classifier is used to train model using extracted 

features and classify them into label. Classifier learns 

the mapping between the given image and given label, 

so when we give a new image after sufficient training it 

can classify input image into certain label. 

 

Also testing phase includes image pre-processing and 

feature extraction, based on these features classifier 

directly classifies that image into some label. 

 

II. LITERATURE REVIEW 

 

A. Facial Expression Recognition Using General 

Regression Neural Network[2] 

In this paper authors proposed two phases for FER, 

namely Training phase and Testing phase. Both phases 

includes Image Pre-processing and Feature extraction. In 

training phase these extracted features are trained and 

mapping is learned between image and label for that 

image. And in testing phase extracted image can be 

directly classified into some label. 

Here, in image pre-processing section they intent to 

reduce noise in image, converting image into grayscale 

and resizing image into various block sizes. They trained 

the model using various sized blocks : 256×256, 

128×128, 64×64 and 32×32. Their experiment showed 

that 64×64 block size gives optimal result in terms in 

accuracy, Where 256×256 gives lowest one. 

 
Figure 1. FER system[2] 

 

Then face detection module has been applied to pre-

processed image. It targets the face and crops it. The 

cropped face is normalized using histogram equalization. 

Here Ada boost technique is used in Viola-Jones face 

detection algorithm. 

 

Now comes the most important part of any image based 

classification method, Feature extraction. In this paper 

they used Local Binary Pattern(LBP) to extract feature 

from input image. LBP is used to determine feature 

vector which reduces the entire image data to a single 

feature vector ready for classification. Main purpose of 

feature extraction technique is to reduce large amount of 

pixel data into small most meaningful feature vector to 

ease classification problem. 

 

The last step is classification. Extracted features are 

classified into six already known expression classes : 

Happy, Unhappy, Surprise, Disgust, Fear and Angry. 

For classification of these feature Unsupervised 

approach General Regression Neural Net(GRNN) is 

used. It trains network faster and does not require 

iterative training procedure. 

 

Local Binary Pattern 

LBP was first introduced in 1996 by Ojala et al as a 

basic binary operator. It works as powerful texture 

classifier. LBP is simple tool for detection of feature. It 

is widely used because of its robustness and simplicity. 

 

 
(a) 
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(b) 

Figure 2. LBP Coding[2] 

 

The pixels of the image are labelled by the binary 

operator by comparing the center pixel value with the 

3×3 neighbourhood pixels. If value of pixel is greater 

than central pixel then it is assigned 1, if lower then 

assigned 0. Then these pixels traced circularly and 

formed LBP code. 

 

This 8 bit code (Byte) is converted into decimal number. 

Advantage of LBP is, it calculates code relatively to the 

central pixel, so even if image is lighten or darken, 

relatively code will be same. So it is robust against 

illumination conditions. 

 

General Regression Neural Network 

GRNN consists of four layers: input layer, pattern layer, 

summation layer and output layer. Input nodes are fully 

connected to the pattern layer. GRNN estimates output 

by calculating the Euclidean distance between the train 

and test data. 

 
Figure 3. GRNN Architecture[2] 

 

It uses free parameter named spread constant reduces 

Mean Square Error (MSE) and improve efficiency. 

Overall accuracy achieved is  94.25-95.48%, Which 

is really good. But there are contradictions in various 

expression classes. Neutral, happy, surprise, disgust 

classes are detected almost for 100% of the time, though 

unhappy, fear and angry classes give high rate of 

confusion and have come down to 62.5% for some tests. 

B. Spontaneous facial micro-expression detection 

based on deep learning[3] 

In this paper, method for automatic detection of facial 

micro-expressions detection is proposed. Dataset used in 

this method is a video dataset. Temporal Interpolation 

Method is used to normalize the video length. 

 

Here, Dlib machine learning toolkit is used to detect face 

in each frame. Rest of the process follows as below. 

After detecting face, very first and crucial part is facial 

landmark localization. It is done by Deep CNNs model. 

CNNs can transform raw pixels of an image to facial 

landmark positions and other related attributes. Here 

CNN architecture consists of convolutional layer, 

pooling layers, fully connected layer and loss layers. 

 
Figure 4. Architecture of CNN[3] 

 

Convolutional layers filters the input image with 20 

kernels of 5*5*3 with stride of 1 pixels. ReLU function 

is used as activation function. Then max pooling layers 

are applied. And in last fully connected layers are used 

to summarize all the learning. Here Euclidean loss 

function is used for facial landmarks and softmax loss 

function for other auxiliary tasks. 

Concept of transfer learning is implemented here. Facial 

landmark localization on sparse facial landmarks, the 

trained model is then used to detect dense facial 

landmarks (68 points) , which really improves the 

training speed and capacity. 

 

 
Figure 5. Detecting 68 landmarks[3] 
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As pipeline goes, facial region is split into 12 sub region 

according to 68 facial landmarks and Facial Action 

Coding System (FACS). These 12 regions are known as 

12 ROIs (Region Of Interest).  

 
Figure 6. Detecting 12 ROIs[3] 

 

Every ROI is then converted to HOOF (Histogram of 

Oriented Optical Flow) feature and normalized.  

Finally Support Vector Machine (SVM) is used to 

classify micro-expressions. 

Accuracy achieved is 80%, which is human level when 

it comes to detect micro-expression instead of just 

expressions. 

C. A Robust Method for Face Recognition and Face 

Emotion Detection System using Support Vector 

Machine[4] 

The proposed methodology of this paper is divided into 

two part : Face recognition and Emotion recognition. 

 

Face Recognition 

Author designed algorithm in such a way that if the 

person is recognizing for the first time then the system 

considers him as a new user and performs each step of 

operation, otherwise it is considered as Registered user 

and recognizes him. 

 

 
Figure 7. Face Recognition System[4] 

Here OpenCV (Open Computer Vision) is used. It 

contains cascade classifiers in which Viola-jones 

algorithm is implemented. Haar-cascades is used to 

detect faces. It outputs image as positive or negative. 

Negative image is ignored for further process. 

 

Here Fisherface algorithm is used to detect different 

users, so that false images can be discarded. Fisherface 

algorithm performs “Leave-one-out” cross validation for 

user identification. 

 

Emotion Recognition 

For detection of emotion, Face detection is must. So face 

detection part is done same as above. Then feature 

extraction is done using Dlib Machine Learning toolkit.  

 

 
Figure 8. Emotion detection system[4] 

 

Principal Component Analysis(PCA) is applied to 

training images to reduce the dimensionality. Higher 

dimensions images take more time to train, so 

considering the sufficient quality for feature extraction 

273×273 size is used. Facial features such as nose, eyes, 

lips, face contour are considered as keys. These keys are 

applied to SVM classifier. It analyses the features and 

labels according to that. The trained model is then used 

to test new images. 

 

The method is robust as seems, but training phase is not 

that strong, as it is trained on CK+ database, which has 

very small number of labelled images. Overall running 

time of system is significantly less. And achieves 

accuracy over 90%. 
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D. Smile Detection Using Pair-wise Distance Vector 

and Extreme Learning Machine[5] 

In this paper, as a feature vector for smile detection pair-

wise distance vector is used. It is extracted only from 

points around mouth, because they convey the most 

detail whether face is a smile face or not. Here 68 facial 

points an 7 face regions are considered. From MUG 

Facial Expression Database, which contains 401 images 

of 26 subjects, has each smile-face with its 

corresponding neutral image. These two image of same 

subject is treated as a pair of images. The movements 

are calculated and these variances are added together for 

each corresponding component and portions are shown 

in fig. Of course, the movements around the mouth area 

is highest. 

 

 
Figure 9. Impact factor of smiled face compared to 

neutral face[5] 

 

Whole process is divided into 3 parts : Pre-processing, 

Feature extraction and Classification. 

 

 
Figure 10. Smile detection system[5] 

 

Pre-processing includes facial landmark detection, 

which should be accurate. State-of-the-art method 

named Coarse-to-Fine Auto-encoder Networks(CFAN), 

which is extremely fast and has achieved highest 

accuracy at present in terms of facial landmarking. It 

consists of a global Stacked Auto-encoder Network 

(SAN) and several local SANs. Global SAN can quickly 

reach the approximated location of facial landmarks and 

local SANs refine these locations step by step. 

After pre-processing 68 points are obtained, but in 

training only 20 points are considered, which were 

around the mouth. 

 

 
Figure 11. Detecting 20 points around the mouth[5] 

 

Next step is feature extraction, in this part pair-wise 

distance vector is used. Pair-wise distance vector is an 

upgradation to the existing Euclidean distance matrix. 

This feature vector has important properties like 

Translation Invariance, Rotation Invariance and Scaling 

Invariance. 

 

These extracted features are classified by Extreme 

Learning Machine, which is a single-hidden-layer feed-

forward neural network. ELM assigns the parameters of 

the hidden nodes randomly without any iterative tuning, 

which makes it really faster than traditional net. 

 

Accuracy achieved is above 90% for most of the time. 

Highest achieved is 94.96%, which is almost 95%. But 

algorithm running speed is relatively low and causes 

more sufficient hardware for real time implementation. 

Use of CFAN gives a boost to higher accuracy, CFAN is 

fast and most accurate facial landmark detection method 

as of now. By which this method achieves accurate 

landmarks and hence better post processing. 

E. Gender and Age Classification of Human Faces 

for Automatic Detection of Anomalous Human 

Behaviour[6] 

In this paper, authors aim to develop a system for 

automatic detection of anomalous Human behaviour. 

Main focus of paper is to detect Gender and Age of 

Human which will eventually support system to detect 

anomaly activity. 

 

Convolutional Neural Nets achieves excellent 

performance in image feature extraction, but at the same 

time training a deep CNN from scratch requires vast 

amount of time, resources, datasets, high computational 
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power. In some cases it may go over days to train a deep 

CNN. So, the concept of Transfer Learning is used. 

CNNs trained on some dataset can be tuned for a new 

task, even in a different domain. 

 

As there are very few datasets available with labels of 

Gender and Age, Transfer learning approach is used. 

Here, AlexNet – pre trained CNN is used, which has 

achieved excellent classification results on ImageNet 

competition. Input of ALexNet is 227×227 RGB image. 

Network has 5 convolutional layers and 3 fully 

connected layers. 

 

 
Figure 12. AlexNet architecture[6] 

 

Feature extracted from AlexNet is classified using 

general classifier SVM. 

 

 
Figure 13. AlexNet with SVM[6] 

 

Before entering into ALexNet images are resized into 

fixed size 227×227, so net can perform well. 

Experiments also showed that if we use Haar-like 

features to extracts features from image and classify 

them using SVM, the accuracy tents to go really low, 

whereas AlexNet performs outstanding. 

 

Gender classification gives 90.33% accuracy in average 

and Age class gives 80.17%. Use of transfer learning 

concept with pre-trained CNN architecture AlexNet 

makes it easy to train efficiently on datasets having less 

images. 

 

III.  CONVOLUTIONAL NEURAL NETWORKS 

 

Convolutional Neural Network (CNN) architecture is 

inspired by mammalian visual cortex. Visual cortex 

processes images in hierarchical manner, first low level 

features and then high level features. CNN also works 

same as visual cortex, it first processes low level 

features of an image, such as curves, edges, then bit 

higher features like small part of an image and this 

hierarchy is continued layer by layer and in last whole 

image is processed. 

 

 
Figure 14. Basic CNN architecture 

 

Basic layer of CNNs are convolutional layer, pooling 

layer, ReLU layer, Fully connected layer, loss layer, 

softmax layer, etc.  

 

 
Figure 15. Result scheme of CNNs 

 

Convolution layer takes an image as input and convolute 

it with feature vector or weight matrix and output more 

meaningful image. This image imported to other layer. 

Pooling layer of CNN is used to extract most meaningful 

feature from each section of an image. 

 

ReLU rectifies the image, it simply applied to check 

whether image gives some information or not. If image 

pixels are 0, the ReLU discards it. 

 

Fully connected layer is used to sum up all learned 

features by connecting all neurons of previous layer to 

the next layer. It is usually used in later part of CNN 

architecture. 

 

Loss layer in CNN, is used to apply different loss 

functions. For each attribute, a loss function can be 

applied. For example, softmax loss function is useful in 

multi-class classification  and gives output a label with 

probability. 

 

CNN is combination of these layers, not necessarily in 

same order.   
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IV. COMPARISON 

 
Table 1 

Method 

used 

Advantage

s 

Disadvantage

s 

Accuracy 

Adaboost 

by Viola-

Jones+ 

LBP + 

GRNN 

[2] 

Accuracy 

Especially in 

Neutral, 

Happy, 

Surprise, 

classes 

(mostly 

100%). 

Confusion rates 

are higher in 

Unhappy, fear 

and angry 

classes. 62.5 % 

is the lowest 

achieved in 

angry class. 

Gives optimal 

solution only on 

64×64 size 

block. 

 

 

 

 

 

94.25 - 

95.48 % 

Dlib 

toolkit+ 

CNN + 

Face split 

in 12 ROIs 

+ HOOF 

Feature 

calculation 

+ SVM 

classifier[3

] 

Uses 

transfer 

learning, 

which 

reduces the 

training 

time. Uses 

more 

effective 

features, so 

accuracy is 

good. 

Eye blinking in 

clip is ignored 

as noise. 

Efficient only 

for short 

duration clips. 

 

 

 

 

 

80 % 

Face 

Recognitio

n : 

Haar-

cascades + 

Fisherface 

 

EmotiOn 

Detection : 

Haar-

cascades + 

Dlib 

+PCA + 

SVM 

classifier[4

] 

 

Flow of 

method is 

good. 

Overall 

method 

takes 

significantly 

less time to 

classify 

image, 

Especially 

face 

detection 

part. 

Trained under a 

dataset (CK+) 

having very less 

number of 

images. Noise 

removal is not 

efficient 

 

 

 

 

 

≥ 90 % 

CFAN + 

Pair-wise 

distance 

vector +  

ELM[5] 

ELM 

outperforms 

SVM, 

Adaboost, 

which gives 

better 

accuracy 

comparativel

y. 

Running speed 

of algorithm is 

relatively slow, 

so real time 

implementation 

is difficult and 

cause more 

efficient 

hardware. 

93.42 ± 

1.46 % 

Pre-trained 

CNN – 

AlexNet + 

SVM 

[6] 

Use of 

transfer 

learning 

through 

efficient pre-

trained CNN 

– AlexNet 

gives very 

good results 

even dataset 

is small. 

Even by using 

efficient feature 

extraction 

method, 

accuracy tents 

to low. 

Gender : 

90.33 % 

Age : 80.17 

% 

 

V. CONCLUSION 

 

Based on above literature review, Comparison shows 

that highest accuracy for Facial Expression is achieved 

by GRNN classifier[2], which is an Un-supervised 

learning method. But it also gives higher confusion rates 

in some of emotion classes. 2nd highest is achieved in 

smile detection method using pair-wise distance vector 

and ELM[5], it also uses efficient facial landmark 

detection method CFAN[5]. On the basis of review, it 

can be seen that Feature extraction and classification 

plays major role for achieving higher accuracy. It can 

also be seen that parameters such as time complexity of 

algorithm for training, size of algorithm, etc are ignored 

and focused solely on accuracy rate. 
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ABSTRACT 
 

Finding frequent itemsets is a most researched field in data mining. Currently, the finding of frequent itemsets 

problem’s solution has been proposed by many researchers. The Apriori algorithm is the basic algorithm for 

frequent itemsets mining. In Apriori algorithm, there are main two issues: scanning the database multiple times and 

generating a large number of candidate sets. In recent years several improved apriori algorithms have been defined 

and evaluated to improve efficiency. Our main goal is to define a new optimized algorithm and to compare its 

performance with the existing algorithms. The main focus of our work is to propose a new optimized algorithm and 

to compare its performance with the state of the art methods. In proposed work, adjacency matrix will be employed 

in order to improve the operating efficiency and eliminate the candidate sets. In a proposed system not require the 

pruning step. Performance of the proposed method will be evaluated on existing datasets. A secondary data set is 

used to find frequent itemsets with using our proposed algorithm and existing algorithm. The effect of our proposed 

algorithm is presented. 

Keywords: Apriori, Data Mining, Frequent Itemsets Mining (FIM), Adjacency Matrix, FI-generator 

 

I. INTRODUCTION 

 

Recent days have an explosive growth in generating data 

in all fields of business, science, medicine, defense etc. 

the same rate of growth in the processing power of 

evaluating and analyzing the data did not follow this 

growth. Due to this phenomenon, a large volume of data 

is still kept without being studied. Data mining is a 

research field that tries to overcome this problem, 

processes some methods for the extraction of significant 

and potentially useful patterns from these large 

collections of data. 

 

Data mining technique is used to find valid, novel, 

useful and ultimately understandable patterns in data [1]. 

In general, there are different kinds of patterns that can 

be discovered from data. For example, association rules 

can be mined for market basket analysis, classification 

rules can be used for accurate classifiers, clustering can 

be used for customer relationship management. 

 

Most current studies on frequent pattern mining adopt an 

Apriori-like approach, which is based on an “anti-

monotone Apriori heuristic[1][2]: if any length k-pattern 

is not frequent in the database, its length (k+1) super 

pattern can never be frequent”. The original Apriori 

algorithm requires k scans or passes over the data where 

k is the length of the longest frequent itemset. 

 

In this paper, we define Adjacency matrix base  

Apriori algorithm and analyzed its performance. Paper is 

organized as follows. Section 2 introduces related work 

on apriori algorithm and existing algorithm based on 

adjacency matrix. Section 3 presents our proposed 

algorithm for frequent itemsets mining. Section 4 

presents the time complexity of an existing algorithm 
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and our proposed algorithm. Section 5 conclusions and 

summarizes the paper. 

 

II. RELATED WORK 

 

Data mining is a process to discover hidden information 

or knowledge automatically from huge database [3]. 

First presented by Agrawal was to find frequent itemsets 

using mining of association rules[1]. In the following 

section, we try to show the concepts of frequent itemsets 

mining. Let TDB (Transactions databse) = {T1, T2, 

T3, …, Tm} where m is number of transactions. Each 

transaction Ti = {i1, i2, i3, …}contains a set of items 

from I = {i1, i2, i3, …, in} where n is number of items. 

An itemset X with k items from I is called a k-itemset. A 

transaction Ti contains an itemset X if and only if X  

Ti [4]. The support of a number of transactions in TDB 

containing X. An itemset is frequent if its support, 

supp(X) is greater than a support threshold called 

minimum support. For example, suppose we have a  

TDB = {T1, T2, T3, T4, T5,T6} and  

I    = {A, B, C, D, E} where  

T1 = {B, C, D, E}, 

T2 = {B, C, D},  

T3 = {A, B, D}, 

T4 = {A, B, C, D, E}, 

T5 = {A, B, C}, and  

T6 = {B, E}.  

 

Thus, for instance, support({A}) = 3, can be achieved 

because A occurs only in T3, T4, and T5 transactions. For 

k itemsets where k ≥  2, for instance, support({A, E}) = 

1, because it occurs only one time in all transactions. 

And support({A, B, D, E}) = 1 can be computed from 

all transactions using the same way for generating all 

frequent itemsets. 

 

A. Apriori Algorithm 

The Apriori algorithm for finding frequent itemsets was 

originally presented by Agrawal and Srikant [5]. It finds 

frequent itemsets according to a user-defined minimum 

support. In the first pass of the algorithm, it constructs 

the candidate 1-itemsets. The algorithm then generates 

the frequent 1-itemsets by pruning some candidate 1-

itemsets if their support values are lower than the 

minimum support. After the algorithm finds all the 

frequent 1-itemsets, it joins the frequent 1-itemsets with 

each other to construct the candidate 2-itemsets and 

prune some infrequent itemsets from the candidate 2-

itemsets to create the frequent 2-itemsets. This process is 

repeated until no more candidate itemsets can be created. 

 

Consider the Apriori algorithm with the example 

shown in Figure 1 for the transaction database shown in 

Table 1 and also assume that minimum support is 2. In 

this C1 represent1-candidate itemset and after pruning it 

generate L1 which represents 1-frequent itemset. After  

L1 join operation applies and then C2 is generated. The 

same way other C3, L2, and L3 are generated. However, 

there are no 4-itemsets in pass 4 created because no 

candidate 4-itemsets can be created. Thus, the process 

stops. 

Table 1. Transaction Dataset 

 

TID List Of Items IDs 

T1 I1, I2, I5 

T2 I2, I4 

T3 I2, I3 

T4 I1, I2, I4 

T5 I1, I3 

T6 I2, I3 

T7 I1, I2 

T8 I1, I2, I3, I5 

T9 I1, I2, I3 

 

 
Figure 1. The apriori example 
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B. Improved Apriori Algorithm based on Adjacency 

matrix 

Now in this section, we discuss FI-generator algorithm 

proposed by Archana Singh and Jyoti Agarwal [6]. In 

this method used Adjacency matrix as a data structure. 

 

In this method [6] first scan the database and generate 

the frequency-wise sorted table of items in descending 

order. In first pruning step all the items, having 

frequency count less than minimum support is removed 

from the sorted table (TS). Again scan the database and 

create the adjacency matrix say R. In pruning step all the 

entries from adjacency matrix with frequency count less 

than minimum support are pruned.  Now select the first 

item from the sorted table as 1-frequent itemset say L1. 

Then generate the candidate 2-itemset is the item set 

which has relation with L1 in adjacency matrix R. From 

the candidate 2-itemset select the item whose frequency 

is more and take union with L1, so we get 2-frequent 

itemset say L2. Then generate candidate 3-itemset is the 

item set which has relation to all items of L2 in 

adjacency matrix (R). Thus the size of Candidate set is 

reduced in the successive iteration. 

 

Working of an adjajency matrix based [6] apriori  

algorithm 

Let’s take the example of given algorithm based on one 

sample database transactions shown in Table 1. Assume 

the minimum support threshold is 2. Example of given 

algorithm for frequent itemset generation shown in 

Figure 2 [7]. 

 

For example shows first the sorted table, second the 

adjacency matrix R and third pruned adjacency matrix. 

In the example, we select {I2} as a 1-frequent itemset 

from a sorted table whose frequency is higher than other. 

Then generate candidate 2-itemset which associated with 

{I2}. Next, we select {I1, I2} is a 2-frequent itemset 

whose frequency is higher than other. Same ways finally 

select {I1, I2, I3} as a 3-frequent itemset. 

Figure 2. The FI-generator example 

 

III. PROPOSED WORK 

 

In this proposed method, we are improving the 

performance of an apriori like algorithm. In this 

proposed method we can enhance the efficiency of an 

enhanced apriori algorithm based on adjacency matrix 

[6]. 

 

In this proposed method, we take adjacency matrix as 

our data structure. In adjacency matrix R(i,j) = 

frequency count of item (i) and item(j) appears together 

in database. Below show the proposed algorithm: 

 

Pseudo Code of Proposed  Algorithm 

Input: Transaction Database T, min_sup 

Output: Frequent item set 

 

Method: 

Step 1: Create Transaction IDs table 

Scan the transaction database and create T_ids table. 

T_ids first column consist item and second column 

consist transaction id’s associated with that item. 

Step 2: Creation of adjacency matrix (R)  

 Create an adjacency Matrix (R), where rows and 

column shows the different items from T_ids table.                   

 

Rows i=1 to n-1 //where n is number of items Columns 

j=2 to n              In adjacency 

matrix R(i,j) =frequency count of item(i)and item(j) 

appears together in database. 
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Step 3: Frequent item set generation: 

Initialize vector C & FI // empty                      

 
 

Step 4: Display result and stop 

Display FI contains frequent item set     

 

Working of an proposed algorithm 

Let’s understand this step through an example, for that 

use Table 1 as sample transaction database. First, create 

Transaction_id table shown in Table 2. Then generate 

adjacency matrix (R) from that Transation_id table 

shown in Table 3. Finally, apply search technology on 

this adjacency matrix. In this example we take 

min_support value is 2. 

 

Table 2. Transaction_id 

Item T_id’s 

I1 1 4 5 7 8 9  

I2 1 2 3 4 6 8 9 

I3 3 5 6 7 8 9  

I4 2 4      

I5 1 8      

 

Table 3. Adjacency matrix R 

R(I,j) I2 I3 I4 I5 

I1 4 4 1 2 

I2 - 4 2 2 

I3 - - 0 1 

I4 - - - 0 

 

Steps for search technique: 

Step 1: fetch the row for i=1 to n-2where n = number of 

items(5). 

Here first take I1 as a first-row item 

Step 2: With this row find the associated value whose 

value greater or equal to min_support (User input=2). 

So here associated with I1 are I2, I3, and I5 whose value 

is 4, 4, and 2 respectively in the adjacency matrix. 

Step 3: Check the (I2, I3), (I2, I5) and (I3, I5) are 

frequent or not. Means here find R(2,3)= 4, R(2,5) = 2 

and R(3,5) = 1 from adjacency matrix. So here we find 

(I2, I3), (I2, I5) are frequent. 

Step 4: Display frequent item set 

In step 3 find (I2, I3) and (I2, I5) which associate with 

row I1, so we display (I1, I2, I3)and (I1, I2, I5) as 

frequent item set. 

Step 5: Repeat step 1 to step 4 for next row detail given 

below. 

For the second row is I2. 

 

Find I3, I4, and I5 associated with I2 and whose value is 

4, 2, and 2 respectively.Here find R(3,4) = 0, R(3,5) = 1 

and R(4,5) = 0, so here no one are frequent. 

 

Now we check for the third row is I3 

Find I4 and I5 associated with I3 and whose value is 0 

and 1 respectively. Here all values are less than 

min_support, so here no one is frequent. 

 

End of the procedure because search up to n-2 which is 

3 was completed. 

Finally, from the example shown above, we get the 

output of 3-frequent itemset is {(I1, I2, I3), (I1, I2, I5)}. 

This result is same as apriori algorithm. 

 

IV. COMPARISONS AND DISCUSSION 

 

We compare proposed system and existing system with 

respect to time complexity as shown below: 

    

Time to execute steps in pseudo code, where n is a 

number of items, m is a number of transactions and T is 

transaction database. 

 

First, in existing System [6] require time to find the 

frequency of each item ∈ T is O (nm), Time to create of 

the sorted table and pruning of sorted table is O (n). In 

proposed system require time to create transaction_id 

table is O (nm).  
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Second, in the existing system requires time to create 

adjacency matrix is O (n)
 2
 and Time to prune adjacency 

matrix is O (n)
 2

. So the overall time complexity is O 

(2n
2
). Whereas in the proposed system require time to 

create adjacency matrix is O (n)
 2
. 

 

Third, in the existing system requires two times to 

generate frequent itemset
 
is O (n-c), c is the number of 

items pruned in the candidate set. In proposed system 

require time to generate frequent itemset is O (n)
2
. 

 

So theoretically, we say that performance of the 

proposed system is better than the existing system. The 

proposed algorithm is yet to be implemented on Java 

platform and perform on dataset [6] and it will 

practically prove that proposed system is better than 

existing one. 

V. CONCLUSION 

 

Frequent itemsets mining is one of the most important 

areas of data mining. Existing implementations of the 

Apriori-based algorithms focus on the way candidate 

itemsets generated, the optimization of data structures 

for storing itemsets, and the implementation details. A 

key contribution of this research paper is to provide the 

user with a simple but yet powerful, adjacency matrix 

structure for efficient frequent pattern mining. There are 

various frequent itemset mining methods are available. 

These frequent itemset mining scans database multiple 

times and generates more candidate set. So currently 

available frequent itemset mining methods are lacking in 

speed. Current existing method based on adjacency 

matrix [6] does not generate all frequent itemset. The 

main objective of this research paper is to propose a new 

algorithm to find all frequent itemset without generating 

candidate sets by single time database scanning. So it 

reduces the execution time and memory requirement. 
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ABSTRACT 
 

It is a well-known fact that facial expressions are one of the key reflectors of the emotional state of a person and the 

research on the same has been spanning for a long time. Being an essential requirement in Human Computer 

Interaction as well as other applications such as automobile safety, mental health detection, animations, etc. 

recognizing facial expressions with precision has become vital. This paper presents a survey on various important 

and effective techniques present in literature along with their variations used recently. Prominent techniques of each 

step and a detailed discussion on feature extraction methods have been provided along with a detailed comparison of 

few recent approaches. 

Keywords: Facial Expressions, Survey, Emotion Recognition 

 

I. INTRODUCTION 

 

Facial Expressions are one of the most well-known types 

of non-verbal communication [1]. A single expression 

can perhaps convey more information than thousands of 

words combined as it reflects the emotional state of a 

person which a human brain can efficiently recognize 

and interpret. Automatic Facial Expression Recognition 

(AFER) intends to transfer a certain, if not full level of 

that ability to computers. With the advancements and 

increasing use of Human-Computer Interaction (HCI) in 

many applications, the need for effective AFER is all the 

more necessary.  

 

Apart from socially sensitive Human-Computer 

Interaction [2], AFER can be utilized in many 

applications such as detection of mental disorders [3], 

safety against road rage [4], security [5], animations and 

video games [6], automate applications, etc. It can also 

be used to include emotion-related information in 

automatic image captioning systems [7].    

 

Earlier, the facial expression related study was confined 

to psychology, medical, artistic or acting fields [8], but 

with the availability of high computing resources, new 

and smart technologies, and increasing research in image 

processing and machine learning, it has garnered a 

significant amount of interest from computer scientists 

as well [9]. The study of AFER can be traced back to 

Darwin, who in his popular book “The Expression of the 

Emotions in Man and Animals” [10] established general 

principles of expression and grouped them into various 

categories, for example, anger and fear combined in one 

category. He also classified the facial deformations that 

occur within each category. In 1971, Ekman and  

Friesen classified emotions into six main categories, 

namely angry, sad, happy, fear, disgust and surprise [11] 

as shown in Fig. 1 [12]. To this date, these six emotions 

are considered to be universal across different races, 

cultures, gender and ethnicities [13]. With the 

availability of high computational power and advances 

in fields of Computer Vision and Robotics, a lot of work 

has been done on AFER since the 1990’s [9]. 

 

AFER can be looked at from various perspectives like 

real-time vs non-real time, geometric vs appearance 

based, message vs sign judgement, global vs local, static 

vs dynamic, etc. Some of the significant work done on 

AFER seems to be biased towards non-real time systems 

as there are various issues such occlusions, pose 
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variation, low-intensity input, identification of baseline 

frame, etc. that holds back the performance levels in 

real-time [14]. 

   

Anger Disgust Fear 

   

Happy Sad Surprise 

Figure 1.  Basic six prototypical expressions 

Geometry based approaches consider the position, 

curvature and deformation information of facial 

components to extract facial features whereas the 

appearance based approaches filter the intensity values. 

Also, both these approaches can be combined in order to 

combine their advantages. Both these methods will 

further be discussed in detail in section 3. Features 

extracted could either be holistic, i.e. generated from the 

whole face or part based, i.e. generated from specific 

region of interests like eyes, eyebrows, lips etc. [15]. 

 

Irrespective of the perspective followed, a basic AFER 

system comprises of mainly the stages as shown in 

Figure 2 [16]. Pre-processing includes enhancing the 

image in order to facilitate the further process and 

reduce any such possible conditions that might affect the 

recognition performance. It also includes Face detection 

and tracking which involves detecting the face region 

from the frame and tracking it across subsequent frames. 

The next stage deals with extracting the expression 

related features from the face followed by reducing them 

in order to filter out redundant features and decrease the 

complexity. The last step includes feeding the features to 

a classifier which then narrows down to one of the 

expression classes. The detailed survey on facial 

expression recognition can be found in [8], [17], [18]. 

 

 

 

 
Figure 2. Basic AFER system 

 
The rest of the paper is structured as follows. Section 2 

(State Of The Art Methods) contains an in-depth review 

of various feature extraction techniques including both 

geometric and appearance based methods followed by 

Section 3 (Comparison and Analysis) which provides a 

detailed comparison of each step of various approaches. 
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Section 4 (Conclusion and Future Scope) concludes 

with various challenges and future scope of the system. 

 

II. STATE OF THE ART METHODS 

 

Feature extraction is probably the most important step in 

the FER process as it involves identifying and extracting 

discriminating features that contribute towards various 

facial expressions. Good features maximize between class 

dissimilarity and minimize within-class differences and 

are easily extracted with lower dimensions [19]. These 

features can be mostly found in the regions around eyes, 

mouth, nose, and face edges [20]. Methods that extract 

features relative to the whole face coordinates are known 

as global methods, while those that extract features 

relative to inner facial features or regions of interest are 

known as local methods [21], [15].  

Most methods, such as [22], [23], [24], [25], [26]  use 

global feature extraction methods so that a complete set of 

features are used for better classification purpose. 

However, approaches like [27], [20], [28], [29] used local 

techniques so that any redundant or unusable information 

is not taken into consideration. Another reason for 

choosing local methods is that they are not affected by 

face geometry, ageing, varying pose and face rotation [8]. 

Also, they are computationally less expensive as fewer 

number of features have to be processed. However, care 

has to be taken in choosing regions of interest so that vital 

discriminative features are not lost. Both these techniques 

can also be combined together as in [30], [31], [32] to 

balance the tradeoffs. Both local and global methods can 

generally be classified into geometric and appearance 

based techniques, an example of which is shown in Figure 

3. 

 

 

 

 

 

 

 

Figure 3.  Geometry (left) and Appearance (right) based 

features 

A. Geometric Based Feature Extraction 

The Facial Action Coding System (FACS) [33] 

developed by Ekman and Friesen determined Action 

Units (AUs) based on landmark facial points whose 

movements were traced to define facial expressions. 

Action Unit is a measurement of smallest possible 

change in facial muscle. There are 44 Action Units 

defined consisting of various parts of a face, some of 

which are shown in Figure 4. Based on this approach, a 

lot of geometric methods have been used for the 

recognition of facial expressions. 

 

 
 

Figure 4.  Action Units of upper and lower face parts 

 

Geometric methods do not focus on face texture or 

intricate settings, rather they take feature indications 

from the geometry, deformation and tracking of fiducial 

points [16]. Usually, the methods require a reference to a 

baseline frame. Features are then extracted by tracking 

the landmarks through subsequent frames. For example, 

[34] uses triangles formed by 3 out of 68 landmarks, 

inspired by polygon mesh representation. The changes in 

angles and areas of these triangles are evaluated between 

consecutive frames to extract features. Ghimire et al. 

[35] used face graph normalization to bring all graphs to 

normal shape before extracting points, lines and 

triangles. These are determined by initializing and 

tracking facial points through a suitable technique. 

 

Since few years, many researches based on 3D facial 

geometry have been proposed owing to the robustness of 

3D image to scale, pose and illumination variations [36]. 

Zeng et al. [37] proposed a unique surface conformal 

representation in the form of Conformal Factor Image 

(CFI) and Mean Curvature Image (MCI). A conformal 
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map is computed and normalized which preserves the 

angles of facial geometry along with 3 main landmark 

points which are then used to extract features. Lemaire 

et al. [38] use 3D depth maps to generate Differential 

Mean Curvature Maps (DMCP) which improves multi-

scale facial expression surface topology uniqueness. The 

DMCP are then normalized and Histogram of Gradients 

(HOG) [39] algorithm is used to generate features. 

Berretti et al.  [36] identifies a set of facial key points 

and computes Scale Invariant Feature Transform (SIFT) 

[40] feature descriptors from depth images of the face 

around key points. 

 

B. Appearance Based Feature Extraction 

Geometric methods face many shortcomings such as 

dependency on face geometry and pose, failure to detect 

landmarks in case of occlusions, no tolerance against 

face representation errors, etc. [16] Owing to the various 

pitfalls of geometric methods, appearance based feature 

extraction methods have gained much popularity in 

terms of higher accuracy and lower error conditions 

[16]. Appearance based features take cue from the 

intensity levels of the face image to determine features 

contributing to facial expression. These features are 

extracted by generating a suitable filter which is the 

convolved around the face [21], [15], [16].  

 

Among the pool of various appearance features, the ones 

with binarized local texture have shown promising 

results and effectiveness [21], [19]. In 1996, Ojala et al. 

[41] formulated the  Local Binary Patterns (LBP) which 

is an efficient and easy non-parametric method to 

describe mild and intricate texture information and 

summarize the local structure of facial components. 

Earlier it was used for face description by Ahonen et al. 

[42] and texture description by Ojala et al. [43]. Later, 

many LBP based facial expression recognition systems 

have been  [44], [45], [46], [47], [48]. Huang et al. [19] 

provides a comprehensive study on various LBP 

techniques on facial image analysis along with their 

variations.  LBP is robust to monotonic illumination 

change and misalignment [21] and is computationally 

simple [49]. However, since the original LBP operates 

on a 3×3 neighbourhood, it may miss out vital structural 

information [50]. Therefore Improved LBP was 

proposed to include neighbourhood of all sizes to 

capture complete information [43].  

 

Local Directional Pattern (LDP) is another technique 

proposed by Jabid et al. [51], to address the non–

robustness problem of LBP towards random noise and 

non-monotonic illumination. It consists of directional 

information by comparing edge response values of each 

pixel in eight directions using Kirsch masks representing 

the impact of edge in each direction. The feature shows 

superior performance and can be represented in low-

dimensional feature space with high accuracy for even 

low-resolution images. However, the LDP codes can be 

problematic in smooth regions as they focus more on 

edge response values and produces inconsistent patterns 

in uniform regions [52]. Jun et al. determined a new 

robust local gradient coding (LGC) which further 

implied that gradient differences among pixels improved 

accuracy [53]. Local Directional Pattern Variance 

(LDPv) was developed by Kabir et al. [54] to include 

contrast information along with edge response values by 

introducing variance as an adaptive weight to modify the 

LDP code. 

 

Local Ternary Patterns [55] with an extra discrimination 

level and ternary codes were introduced to address 

limitations of LDP and also to tackle non-uniform noise. 

Ahmed et al. [56] proposed Gradient Local Ternary 

patterns (GLTP) which combines the advantages of LTP 

and LBP by encoding more robust gradient magnitude 

values in a three-level scheme to achieve consistent 

texture patterns in random noise and varying 

illumination. An improved version of GLTP with a 

better gradient operator and dimensionality reduction 

technique was used by Holder et al. [20] which is shown 

to give better results. 

 

Recently, Ryu et al. [26] defined Local Directional 

Ternary Pattern (LDTP) which efficiently encodes edge 

directional information of emotion-related features in 

edge regions and neglects the less significant smooth 

regions based on magnitude encoded within the ternary 

pattern. It is shown to be a highly discriminable and 

robust pattern, but the recognition rates drop 

significantly with varying camera angles and ethnic 

variations [57]. Arshid et al. [31] proposed a Multi Stage 

Binary Pattern (MSBP) which aims to tackle real-world 

recognition issues such as varying features, intricate 

settings and complex backgrounds by retaining local 

texture variations along with gradient changes along 

edges such as eyes, wrinkles etc.. In MSBP, a multi-
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stage binary code is generated for each comparison 

against neighborhood pixel.    

 

Recently, Goyani and Patel presented two local 

appearance based FERS techniques: Local Mean Binary 

Operator (LMBP) [58] and Multi-Level Haar wavelet 

(MLH) based FERS [59]. MLBP computes the 256 bin 

histogram of the LBP code of the mean centred 3 × 3 

patch, whereas MLH extracts approximation coefficients 

of the image at multiple scales using Haar wavelets.  

Haar are inherently good at noise suppression where as 

LMBP achieves the robustness to noise and non-

monotonic change in illumination. 

 

Gabor filter is a linear parametric filter which analyses 

whether there are any specific frequency content in the 

image in specific directions in a localized region around 

the region of analysis [60]. Gabor features suffer from 

identity bias [16] and hence used for identity recognition 

in many places [61], [62]. Lyons et al.  [61] first used 

Gabor wavelets to generate facial expression features. It 

has proved to be an effective method and has since been 

used by many different approaches like in [63], [64], 

[65], [66], [67], for facial expression recognition. Local 

Phase Quantization (LPQ) was a technique used by [68] 

for blur insensitive texture classification which 

computes Short Term Fourier Transform (STFT) on 

local image window. It is then quantized using a scalar 

binary quantizer for calculating the phase information. 

Though it is computationally expensive than LBP, Dhall 

et al. [69] showed that it gives better recognition rates 

for facial expressions recognition. Histogram of 

Oriented Gradients (HOG) [70] is a descriptor that 

counts the occurrences of localized gradient orientation 

in images and is used for object recognition since it is 

efficient in encoding shape information. PHOG is an 

extension to HOG in which gradients in each grid are 

joined at pyramid level which is shown to give better 

performances. PHOG have been used for static facial 

expression analysis in [71] and [72]. To address the 

problems of high dimensionality and low variance 

between expression classes, another common technique 

employed for feature extraction is Fisherfaces Linear 

Discriminant Analysis (FLDA) [73] in which the 

discriminating features of an image are preserved with 

reduced dimensions. It intends to reduce intra class 

variance and increase inter class variance but fails in 

case of multimodal classes [73]. To overcome this, 

Local Fisher Discriminant Analysis (LFDA) was 

introduced [74], [75]. In this, local between class 

variance is increased while minimizing the local within-

class variance. But it fails to determine essential mixed 

structure when face image space is highly nonlinear 

[25]. In order to solve the variance problem along with 

reduced dimensions, several more methods are present 

like Kernel Discriminant Analysis (KDA) [76], General 

Discriminant Analysis (GDA) [77] and Linear 

Discriminant Analysis (LDA)  [76].  LDA is more 

widely used but is less flexible when comes to complex 

datasets [25]. Siddiqi et al.  [25] used an enhanced 

version of LDA called Stepwise Linear Discriminant 

Analysis (SWLDA) which is computationally less 

expensive with higher predictive ability and gives better 

results. Another line of approach seen in literature is to 

cascade two or more effective methods one after the 

other. In this, one method is applied over the response of 

the other. One such pattern,  LGBP (Local Gabor Binary 

Pattern) was proposed by Zhang et al. [78] in which 

Gabor features capture orientations and scales while 

LBP focuses subtler texture details. LGBP is robust to 

variations in lighting and expressions. Among others, 

LGBP was also used in [79] where expressions were 

classified into dominant and complementary emotions 

like happily surprised to cover a wider range of 

emotions instead of basic prototypes. In a recent 

approach, Sun et al. proposed a novel method in [23] in 

which instead of applying LBP over the features 

described by Gabor, both Gabor and LBP features are 

extracted from the input image and then those features 

are fused together using feature fusion to form the final 

feature vector. The approach has yielded superior 

performance since features described using different 

perspectives are used together. Similar method was 

proposed in [80] where Global features extracted by 

PCA (discussed under feature reduction) are fused with 

local features extracted from the mouth area using LBP. 

PCA is an effective method as it reduces dimensionality 

while selecting distinct features, but the features 

extracted by it are subject to environment changes [80]. 

This is combatted by fusing in LBP which focuses on 

texture details and hence the results show improved 

robustness. Since LBP is sensitive to random noise and 

non-monotonic illumination, this method was improved 

by Luo et al. in [32] where instead of LBP, LDP is used 

to extract local features from the eyes and mouth region. 

The method shows improved performance than PCA and 

LBP combined, since LDP has good stability against 

random noise. Rajesh et al. experimented various fusion 
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of different methods in [81] such as fusion of LBP with 

LGC, HOG with LDP, and  HOG with wavelets. The 

results showed that fusion of HOG with wavelets 

outperformed all others and fusion of LDP with HOG 

improved LDP’s performance. LMBP operator 

presented by Goyani and Patel [58] is computationally 

efficient compared to LDP as well it is robust to noise 

and illumination.  

 

So far, the methods we have discussed work on static 

facial images with no temporal information. Image 

sequences can be used to incorporate temporal 

information which may represent expressions from onset 

to peak to further offset. Static images usually just 

include the peak expression image. Image sequences 

help to incorporate expression at different levels and 

also makes it easier to differentiate different expressions 

and have shown better descriptions as shown by [82]. 

The only drawback is that it takes a toll on the 

computation as more number of images have to be 

processed. 

 

Few of the methods discussed earlier have been 

extended to include spatiotemporal information. LBP 

was extended to LBP-TOP [82] to include multiple 

frames. To avoid high computations, feature vectors 

from only three orthogonal planes namely, XY, XT and 

YT are concatenated to describe facial expressions [21]. 

The XY plane gives the static information while 

temporal information is provided by the other two [83]. 

Similarly, LPQ and LGBP are also extended to LPQ-

TOP [83] and LGBP-TOP [84]. But as indicated in [27], 

these kind of methods lack: 1). temporal 

correspondences among different phases of an 

expression, and 2). semantic representation, since these 

low-level representations do not convey any semantic 

meaning of individual parts of an expression. For 

example, if the indicated expression is happy, then the 

low-level representation do not convey a smiling 

component. To overcome both these shortcomings, [27] 

have proposed a mid-level  representation through 

expressionlets. Expressionlets aim to bridge the gap 

between low level representations and high level 

semantics by modelling each video clip as a Spatio 

Temporal Manifold (STM) composed of low level 

features. A Uniform Manifold Model (UMM) is built 

based on all STMs and each expression is then fitted as 

an instance of the UMM. Owing to the novel solution, 

this method has shown significant improvement over 

other video based recognition methods, but still lacks 

accuracy for challenging real-time datasets. Spatio 

Temporal Texture Map (STTM) [22] was developed to 

capture subtle spatial and temporal variations of 

expressions with low computational cost. It does so by 

extracting information from 3D Harris Corner function 

and representing the features in the form of histograms. 

The model is better suited for real-time expressions 

considering the lower computational cost. Compared to 

expressionlets it gives much better performance 

recognizing the disgust emotion, but the accuracy for 

others falls slightly behind. Another dynamic expression 

recognition approach was developed recently by 

Kamarol et al. [85] which couples intensity estimation 

along with expression recognition with low level 

computation. The model is based on the fact that each 

person expresses emotions at different intensities and 

thus a system that adapts to individual person would be 

useful in applications like pain detection from videos.  

 

III. COMPARISON AND ANALYSIS 

 

The previous section evaluated and analyzed various 

methods for feature extraction starting LBP and its 

variations developed over the years. These methods have 

shown great performance in representing mild texture 

details and have managed to overcome various 

challenges pertaining to effective FER. Parametric 

methods that use frequency and phase information have 

also shown to be effective. The effectiveness of methods 

that combine two or more techniques in different ways 

indicates that right combination of techniques can 

significantly improve recognition rate. FER systems 

based on image sequences are used to include time-

based information and different levels of expressions 

and have shown better performance. 

 

In this section we present a comparison of various FER 

approaches on various parameters and techniques used 

for each step. Table 1 provides the FER systems with 

geometry based feature extraction whereas Table 2 

shows the systems with appearance based feature 

extraction.  
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Table 1. Comparision Of Geometry Based Facial Expression Recognition Methods 

Ref. PP FE FS S/D L/G Classifier NOE Val Dataset P/S Accuracy 

[24] - 

 

ASM - S G Double 

SVM, 

sample 

selected 

SV 

6 - JAFFE P 98.25 

[34] - 

 

Angles, areas 

by landmark 

points  

Exhaustive 

analysis of 

68 

landmarks 

D 

S 

G CRF 

c-kNN 

(citation 

Nearest 

neighbour) 

7 LOO CK+ P 86.7 

82.2 

[35] Face graph 

normalization, 

V&J, EBGM, 

KLT– point 

detection & 

track 

Point, line, 

triangles 

FS 

AdaBoost  

D G SVM 6 10F 

CD 

 

CK+ 

MMI 

MUG 

P 

S 

P 

97.80 

77.22 

95.50 

[38] Align model to 

frontal pose, 

cropping 

DMCM  HOG DMCM 

Norm 

D G SVM 7 10F  BU-

3DFE 

P 76.6 

[36] - 

 

SIFT mRMR  S G SVM 7 10F BU-

3DFE 

P 78.43 

[85] Procrustes 

analysis  

 

AAM  - D G HMM 6 SI 

10F 

LOO 

CK+ 

BUFED 

P 

P 

82.4 

62.86 

 
Table 2. Comparision Of Appearance Based Facial Expression Recognition Methods 

Ref PP FE DR FS S/D G/L Classifier NOE Val Dataset  P/S Accurac

y 

[46] Re-projected from 

3D model to 5 

images of 

different angles, 

V&J  

LBP and 

variations 

- - S L  

G 

SVM 6 10F  BU-3DFE 

MPIE 

P 67.96 

73.26 

[86] Regression 

Trees for FD 

LBP 

NCM 

ES - S 

 

L SVM 6 

7 

5F CK+ P 94.83 

97.25  

 

[23] Rotation, BG 

crop,  Histogram 

equilization, 

AdaBoost 

Gabor + 

LBP 

PCA LDA S G SVM 6 

7 

10F  CK+ P 97.42(6) 

95.45(7) 

[27] Normalization 

 

Expressio

nlet 

PCA DL D L Multi 

class 

linear 

SVM 

6  

7 

PI  

10F  

CK+, 

MMI, 

CASIA, 

AFEW 

P 

P 

P 

S 

94.19 

75.12 

74.59 

31.73 

[22] BG crop, 

V&J 

STTM 

(3D 

harris 

corner) 

- - D G Multi 

class 

SVM 

6 2F CK+, 

CASME II, 

AFEW 

P 

S 

S 

 

97.70 

98.61 

90.68 

[25] - 

 

SWLDA - - D G Hidden 

CRF 

6 10F  

nF 

LOO 

CK+ 

JAFFE 

B+ 

MMI 

P 

P 

P 

P 

96.37 
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[32] Normalization, 

Adaboost 

detection 

PCA + 

LDP 

- - S G 

L 

SVM 7 LOO  - P 91.61 

[31] Normalization, 

V & J 

MSBP Divide 

MSBP 

into 2 

parts 

- S G 

L 

BF tree 

Simple- 

logistic 

kNN 

Bagging 

NB 

7 10F  SFEW S 96 (G) 

60 (L) 

[87] Illumination 

enhancement, 

Face location, 

Normalization BG 

crop, 

V & J 

LGBP - - D L SVM 30+ Votin

g 

CK+ 

JAFFE 

P 

 

73.88 

[26] Normalization LDTP - - S L SVM 7 NF 

LOO 

CK+ 

JAFFE 

MMI 

CMU-PIE 

GEMEP-F 

BU-3DFE 

P 

 

94.2 

94.8 

99.8 

89.5 

98.1 

88.1 

[20] Crop face & 

components, 

Landmark 

locations and V&J  

Improved 

GLTP 

PCA - S L SVM 6 

7 

10F  

LOO 

PI 

CK+ 

 

JAFFE 

P 

P 

95.17  

85.05  

 

[67] Normalization, 

Integral projection 

of horizontal and 

vertical direction 

to detect eye lips 

Gabor - FSDD S L Local 

weighted 

AdaBoost 

2 

 

- JAFFE 

CK 

P 

P 

96.17 

95.10 

[66] Normalization, 

V & J 

Gabor 

Template 

- M-

FS, 

TM 

S G Norm 

based 

SVM 

7 10F  CK 

 

JAFFE 

P 

 

P 

95.1- 

90.8  

80.3  

78.4  

[83] Procrustes 

Transform, 

Automatic point 

detector 

LPQ-

TOP 

- GB D G SVM 

MM  

AUs nF 

CD 

MMI 

UNBCSA

L 

GEMEP-

FERA 

CK 

SEMAINE 

P 

S 

S 

P 

P 

S 

- 

 

[84] Normalization, 

Local Evidence 

Aggregated 

Regression 

(LEAR) detect 

points 

LGBP-

TOP 

- F1 

based 

FS 

D G SVM AUs 10F SI 

CV 

MMI 

CK 

P 

P 

- 

PP- Pre Processing, FE- Feature Extraction, DR- Dimensionality Reduction, FS- Feature Selection, S-Static, D-

Dynamic, L-Local, G-Global, NOE-Number of Expressions, P-Posed, S-Spontaneous, Val-Validation, BG-

Background, nF- n-Fold Cross Validation, CD- Cross-Database, PI- Person Independent, LOO- Leave One Out 
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IV. CONCLUSION 

 

This paper presented a review of the various state of the 

art techniques used for facial expression recognition. 

The survey starts with a quick description about the 

importance, applications and some background 

information about facial expression recognition systems, 

followed by a take on various perspectives an AFER 

system can be looked at. Various steps of a basic AFER 

system are then discussed including the assessment of 

numerous methods and techniques corresponding to 

each step. An in-depth analysis of various feature 

extraction methods has been provided including their 

motives and shortcomings.  

 

The study has shown that despite a lot of research and 

achievements in the literature, there is still scope for 

improvement considering the dynamic nature of facial 

expressions and various challenges associated with it. 

For an AFER system to be effectively implemented, we 

need the system to be robust and accurate. This precision 

can be reached if all the challenges that reduce the 

efficiency are tackled. As it is observed that different 

techniques address different problems, it makes sense 

that a certain type of combination of some of them 

would achieve the desired goal. It is also deduced that 

instead of just the prototypical expressions, the range of 

expressions can be widened to cover more detailed and 

subtle emotions. 
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ABSTRACT 
 

Images are nowadays an integral part of our lives, whether in scientific applications or social networking and where 

there is an image, the concept of blurring might occur. Blurring is a major cause of image degradation and decreases 

the quality of an image. Blur occur due to the atmospheric commotion as well as the improper setting of a camera. 

Along with blur effects, noise also corrupts the captured image. Deblurring is the process of removing blurs and 

restoring the high-quality latent image. Blur can be various types like Motion blur, Gaussian blur, Average blur, 

Defocus blur etc. There are many methods present in literature, and we examine different methods and technologies 

with their advantages and disadvantages. 

Keywords: Blur Types, Survey, Deblurring, Blur Detection, Blur Classification 

 

I. INTRODUCTION 

 

Images are blurred due to many reasons such as 

imperfections in capturing pictures, atmospheric 

problems and low-intensity level during camera 

exposure.  The blurring of an image is a major cause of 

image degradation. Due to blurring, we cannot get exact 

details of the original image. Deblurring is a process to 

remove the blur and restore the image with high quality. 

Noise also corrupts the image so we need to perform de-

noising on image [1], [2]. Image de-noising is also a part 

of image Deblurring. Applications of Deblurring include 

Iris recognition [3], Image segmentation [4], [5], 

Information retrieval [6], Astronomy [7], Microscopy 

[8], Space observation [9], Video object extraction [10], 

etc. There are many types of blurs like an Average blur, 

Motion blur, Defocus blur, Gaussian blur, etc. 

 

Average blur: Average blur can be scattered in a vertical 

and horizontal direction [11]. The Average filter used to 

remove this type of blur and it is useful when noise 

present and affect the whole image. 

 

Motion Blur: Motion blurs [12], [13], [14], [15] can be 

caused by relative motion between camera and scene 

during the exposure time.  

Defocus Blur: Defocus blur [14], [16], [17], [18] is 

caused by an optical imaging system.  Defocus blur is 

employed to blur a background and “pop out” the main 

object using large aperture lenses.  

Gaussian Blur: Gaussian blur is simulated by Gaussian 

function. Effect of this blur is produced through a 

Gaussian filter that follows a bell-shaped curve. The 

blurring is dense in the center and fluff at the edge side 

[11], [19], [20]. 

(a) (b) (c) (d) 

Figure 1. (a) Average Blur (b) Motion Blur (c) Defocus 

Blur (d) Gaussian Blur 

 

Surroundings and outside conditions can affect the 

image quality during the process of the image acquiring. 

The blurring effect is caused by many reasons; one of 

the most important reasons include out of focus or 

camera shaken image. Image blurring is based on the 

degradation model. Blurring process can be formulated 

as the convolution of a clear or original image with 

point-spread-function (blur kernel) plus noise, given by 
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),(),(),(),( yxyxhyxfyxG   

Where   denotes a convolution operation. ),( yxG is 

degraded image or blur and noisy image. ),( yxf is a 

clear and original image. ),( yxh  is point-spread-function 

or blur kernel, and ),( yx  is noise.  

 

Photographical defocusing is another common type of 

blurring, known as defocus blur, mainly due to the finite 

size of the camera aperture [16]. In addition, camera 

shake is a common degradation in images. A small 

movement of the camera and object can degrade the 

image when the image is poorly lighted and requires a 

long exposure time.  

 

Image Deblurring mainly includes two techniques: Blind 

Image Deconvolution and Non-Blind Image 

Deconvolution. In [21], many other techniques like 

subspace analysis [22], deblurring with noisy image 

pairs [23], deblurring with Richardson-Lucy algorithm 

[11], deblurring using Wiener Filtering [11], [12] are 

used. In Blind deconvolution, the PSF and clear image 

are being estimated but it is an ill-posed problem. In 

Non-Blind deconvolution, the clear image is estimated 

using known PSF. It includes Weiner filtering, 

deconvolution using RL method and deconvolution 

using a Regularized filter. 

 

The organization of this document is as follows. In 

Section 2 (Review of State of Art Method), many 

deblurring methods and blurred region detection 

techniques have been discussed followed by conclusions 

and discussion in Section 3(Conclusion). 

 

II.  REVIEW OF STATE OF ART METHOD  

 

Noise present in the image is a random variation of 

brightness which is caused due to taking an image in 

low-intensity level or due to many atmospheric 

problems [24]. An image contains different types of 

noise like Gaussian noise, white noise and salt and 

pepper noise, uniform noise etc. Even a small amount of 

noise can degrade the quality of image and image de-

blurring techniques are sensitive to image noise. 

Literature [1], [2], [25] have applied a de-noising 

package as a pre-processing step. 

 

 

 

A. Blur Region Detection and Classification 

Nowadays many types of research are done on how to 

identify blur region and blur type. Subsequently, in the 

literature  [14], [15], [26], blur identification and 

classification performed based on features. Kim et al. 

[26]  introduced a 3-way blur identification method 

using features like Magnitude of gradient, Directional 

coherence, which classified the image into defocus blur, 

motion blur, and non-blur regions. The linear SVM 

classifier is employed to estimate each pixel’s label into 

one of the blur regions. Super-pixel segmentation 

technique refines the rough blur region identification.   

 

Singular value feature and alpha channel feature is used 

for blur region detection and blur classification [15]. 

Singular value feature differentiates the blurred region 

from a non-blurred region and estimates the blur degree 

by taking a ratio between the first few significant 

singular values (Eigen values) and all singular values 

that are computed over a local image patch surrounding 

each image pixel. Few most significant Eigen-images of 

a blurred image patch usually have higher weights or 

singular values than an image patch with no blur. The 

alpha value feature is used for classifying the blur based 

on the gradient distribution pattern, either it may be 

motion blur or defocus blur. The motion blurred image 

regions will have much larger values of variation of 

distance array compared with defocus blurred image 

regions. 

 

Askari et al. [27] proposed a novel blur metric, which 

can significantly distinguish blur and non-blur regions 

and generate a blur map to encode the amount of 

blurriness for individual pixels. Estimated blur map is 

segmented into blur and non-blur regions by applying a 

pixon based technique. Pixon is a region that is made up 

of a set of connected pixels with associated properties 

such as intensity, texture, color. The original image is 

constructed by the union of the pixons. The Fuzzy C-

Means algorithm is used for efficient segmentation. The 

estimation of blurriness at each pixel is performed by 

considering three different size blocks around each pixel. 

The purpose of taking these three blocks is to increase 

accuracy in estimating the blurriness value. The average 

value of these three blocks is defined as the blurriness 

value of the corresponding pixel. 

 

Blur region detection and blur classification of partial 

blur image are challenging but some features are used 
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which is based on spectral, gradient, and color 

information [14]. Blur features modeled by gradient 

histogram span [28], [29], maximum saturation, power 

spectrum slope is used to identified blur image regions 

from the partially blurred image. The whole image is 

segmented into patches and all operations are performed 

on these patches. 

 

Gradient Magnitudes of natural images usually follow a 

heavy-tailed distribution. A blurred region rarely 

contains sharp edges which result in small gradient 

magnitude. The distributions of the log gradient 

magnitude for blurred regions should have shorter tails. 

 

The maximum value of saturation in blurred regions is 

consequently expected to be smaller than the un-blurred 

regions and un-blurred regions have more vivid colors 

than blur regions. Power spectrum slope of a blurred 

region tends to be steeper than that of an un-blurred 

region. If the power spectrum of the whole image is less 

than the patch, then this patch is considered as a blurred 

patch. 

 

Local autocorrelation congruency is used for blur 

classification whether it is motion blur or defocus blur. 

This function is measured how well a signal matches a 

time-shifted version of itself.  

 

Shi et al. [28] present a method for constructing  a blur 

feature representation directly from an input image. 

Image Gradient distribution, Spectra in Frequency 

Domain and Local Filters are used to differentiate 

blurred region from un-blurred. The image is divided 

into patches and the peakedness of a gradient 

distribution is measured by Kurtosis from these patches. 

Peakedness of blur region is less than the un-blurred 

region. Average Power spectrum for the blurred patch is 

smaller than the sharp patch. Groups of linearly 

independent filters are used to best separate blurred and 

un-blurred patch sets. Local filters are like as a Gabor 

filter and spatial filters that used for blurred detection 

task. They capture local band-pass or high-pass 

information that supplements frequency and gradient 

domain features. 

 

Dong Yang and Shiyin Qin represented the restoration 

algorithm for a partial blurred image which is based on 

blur detection and blur classification [29]. Blur detection 

can be implemented using image segmentation. Each 

region is compared with its neighbor regions. For each 

region of a partially blurred image, we count the number 

of the blurred points and the number of the points in the 

region. If this ratio is greater than a threshold then this 

region is treated as a blurred region.  

 
Figure 2. Restoration of Partial Blurred Image [29] 

 

Gradient feature, Radon transform feature and an edge 

feature of the Fourier transform are used to classify the 

blur. Image gradient feature and radon transformation 

differentiates blur into non-defocus and defocus blur. 

After taking logarithmic Fourier transformation of a 

non-defocus blur, we classify the blur into motion blur 

and blend blur. The central area of the Fourier 

Transformation image of the defocus blur image is in the 

form of disk while motion blur have a strip of lines and 

blend blur have a combination of both. The non- blind 

de-blurring algorithm is used for restoration of blurred 

regions in the partially blurred image. 

  

B.  Kernel Estimation for Image Deblurring 

In literature [1], [17] , [18], [30] various methods are 

available for kernel estimation. We can derive the kernel 

from the blur map and blur map can be created based on 

neighbor’s behavior. Zhang et al. [17] proposed a 

method to remove the spatially defocus blur based on 

the estimated blur map and blur map is estimated by 

utilizing the KNN interpolation and edge information. 

By segmenting the blur map according to the blur 

amount of local regions and image contours, we get the 

local kernels. For Deconvolution, they used the local 

kernel and BM3D based non-blind deconvolution 

method. 

 

Tang et al. [18],  creates a blur map based on two 

assumptions: 1). If two neighbor image regions share the 

same color and belong to the same object then they 

should share similar blurriness, and 2). If two neighbor 

image regions share same gradient distribution then it 

also shares similar blurriness. This blur map is being 

used for blur detection refinement. The kernel can be 

estimated by parameters like blur angle, blur length, etc. 
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Hough transform method [2], [31] is used to detect the 

blur angle and blur length. Using this parameter and 

augmented Lagrangian method, the kernel is estimated. 

 

Hough transform was one of the methods for motion 

blur angle estimation in which dark lines are observed in 

the Fourier spectrum of the blurred image after taking 

logarithmic transformation. Blur angle is between the 

corresponding x-axis and these dark lines. Once the 

locations of dark lines are found the blur angle can be 

calculated. Some central lobes are found by rotating the 

blurred image by blur angle and this blurred image has 

maximum values of pixels are found in all the column of 

an image and stored in a one-dimensional matrix. Blur 

length is calculated by; the mean lobe width is divided 

by the width of the image. 

 

Cepstrum [29], [31] and radon transform [29], [32] are 

available for estimating these parameters but they are 

not accurate and contain many drawbacks especially 

when the number of columns and rows are not equal 

which leads distortion. 

 
Figure 3. Blur Detection using Haar Transform [33] 

 

Literature [33], [34]  used the Haar wavelet transform 

for blur detection in the image. In  [33], firstly it 

converts the image into gray scale and applies HWT for 

the edge analysis. Based on the analysis the edge map is 

constructed and then finds the local edge maxima for 

each local area. The process of finding local edge 

maxima is repeated by three times. If the ratio of image 

edges and edge points is less than a threshold, then it is a 

blurred region. An edge point is calculated by the local 

edge maxima and it is stored in edge vector. HWT is 

used due to its faster performance and better 

effectiveness. In literature [34], For de-blurring, 

alternating direction method of multiplier (ADMM) 

technique is used. 

 

Pan et al. [35] proposed an algorithm by exploiting 

reliable edges and removing outliers in the intermediate 

latent image for robust kernel estimation. Initial kernel 

estimation can take place using the MAP framework and 

this framework also deals with the outlier. The 

Intermediate latent image can be obtained by the 

initialized kernel and the hyper-laplacian prior. The 

intermediate salient edges are selected from blurred 

image and outlier is detected from these selected. After 

detecting these outliers, the outliers are removed and the 

estimated kernel is updated. IRLS (Iteratively Re-

weighted Least Squares) method used this estimated 

kernel to restore the image. IRLS is used to solve certain 

optimization problems with objective functions. It is 

performed using Maximum Likelihood approach. 

 

An approach of kernel fusion stated that each kernel 

contributes to the final kernel and combining multiple 

kernels from different methods can lead to better kernel 

[36]. In baseline method, combination strategy takes the 

average of all individual estimated kernels but a 

disadvantage is that they compromise the good kernel. 

Another method is Gaussian Conditional Random Fields 

(GCRF) which predicts the kernel value at each kernel 

element individually and captures the relationship 

between the values of adjacent kernel elements. 

Performance of GCRF is better than baseline method. 

 

Since a small amount of noise can degrade the quality of 

blur kernel estimation [1], for removing the noise, series 

of directional low pass filtering are applied on a blurred 

input image. The directional filter applies on a different 

orientation of the image. After filtering, blur kernel from 

each filtered image is estimated using inverse Radon 

transform. It also introduces a noise tolerant non-blind 

deconvolution technique that generates a high-quality 

final image. When we apply the directional filter, it 

damages the kernel. 

 

C. Blind Image Deconvolution 

Image de-blurring includes Blind Image deconvolution 

which jointly estimates the clear image and blur kernel 

[37]. It is ill-posed problem due to the loss of 

information on both images and blurring process [38]. 

Blind Deconvolution as the name indicates, works 

blindly where there is no information about point spread 

function. Point spread function is a point input, 

represented as a single pixel in the “ideal” image, which 

will be reproduced as something other than a single 

pixel in the “real” image [11], [39]. There are two 

approaches to blind deconvolution; projection based and 

maximum likelihood restoration based.  
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In former approach ([11], [40], [41]) it restores the true 

image and PSF by making the initial estimation. The 

technique is cylindrical in nature. This cyclic process is 

repeated until a predefined convergence criterion is met. 

The advantage of this method is, it is insensitive to noise. 

This approach involves the simultaneous evaluation of 

the recovered image and PSF that leads to a more 

sophisticated computational algorithm. 

 

In latter approach, the maximum likelihood [42] 

estimates the parameter like PSF and covariance 

matrices. The PSF estimation is not unique in factors 

like symmetry, size etc. The definition of PSF separately 

from the restored image means the use of this 

information later by applying one of the known classical 

methods of restoration. Estimation of the image 

restoring and PSF are a separate procedure. The 

algorithm applied to implement such methods is 

computationally simple. It has low computational 

complexity and also helps to obtain blur, noise and 

power spectra of the true image. Maximum likelihood 

estimation can be seen as a special case of maximum a 

posteriori estimation (MAP). Literature [12], [16], [43], 

[44] uses blind deconvolution for de-blurring the image.  

 

Shan et al. [12] proposed the method to de-blur the 

image using a unified probabilistic model of both blur 

kernel estimation and blurred image restoration. These 

terms include a model of spatial randomness of noise in 

the blurred image as well as new local smoothness prior 

that reduces ringing artifacts. Using this method input 

kernel is assumed to be quite inaccurate so the 

optimization is performed by MAP approach.  

 

Literature review of many de-blurring techniques is 

given in [16], [45], [46], [47]. Removing motion blur 

from images is a typical blind problem. Blind image 

restoration is iteratively performed as linear and 

nonlinear processing. The nonlinear processing 

technique is used that is based on the compact 

representation of the image edge by means of Local 

Radon Transform (LRT) [32]. Radon transform is used 

to estimate the blur kernel and the overall restoration 

produces a sharp and focused image. The blind image 

deconvolution considers estimating the blur kernel in the 

gray domain. As a result, Xu et al. [43] present an 

estimation of blur kernel which is performed through 

RGB channel and it also stated that the blur effects for 

each color channel are usually different. The cost 

function is required for kernel estimation in this 

literature.  

 

Blind image de-blurring only makes weak assumptions 

about the blurring filter. To overcome the ill-posed 

problem, the method includes a technique which initially 

focuses on the main edges of the image. The 

initialization of kernel estimation is performed using this 

edge information [48]. 

 

For estimating the kernel, different methods are used 

like kernel estimation using MAP approach, Kernel 

estimation through TV (Total Variation) regularization 

approach. Blur kernel estimation and image restoration 

can be done using MAP framework [35], [49] and this 

task can be solved by the minimization problem. For 

kernel estimation, it is assumed that the set of disjoint 

segmentation mask is given and fixed. In [50], kernel 

estimation is performed using a TV regularization 

method. TV regularization is widely used since it has 

good edge-preserving property. This approach makes the 

restoration algorithm achieved much better-recovered 

quality. TV Regularization and MAP approaches are 

closely related to the method of Maximum Likelihood 

(ML) estimation. The blind deconvolution methods have 

the inability to obtain preliminary information about the 

scene. 

 

Deblurring using Motion Density Function (MDF): In 

Literature [11], [51] was proposed only for a single 

blurred image to remove camera shake. MDF represents 

the motion of camera and MDF is used for recording 

that time fraction which was spent in each discretised 

part of the space of all the possible camera poses. This 

method is useful for directly estimating spatially varying 

PSF and cannot work for multiple images. At any 

location in the image, MDF can be used to generate the 

kernel. This approach is used to model the spatial 

variation of blur kernels to run a blind deconvolution 

method at each pixel. 

 

D. Non-Blind Deconvolution 

Non-Blind deconvolution estimates only the clear image 

using known kernel. The prior knowledge about the 

parameters of blur kernel is required (point spread 

function length and angle). Non-blind deconvolution is 

used in the literature [1], [30]. Non-Blind deconvolution 

is performed by an already estimated kernel. Kernel 

estimation can be performed using radon transform [1] 
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and it also states that small amount of noise can affect 

the kernel estimation task. Yang et al. [30], performed 

non-blind deconvolution using the kernel which is 

estimated and calculated by dark channel and 

minimization can be performed using a MAP approach 

and the regularized term is used for minimization 

computational term. The Dark channel is the smallest 

value in a local neighborhood and it also proves that the 

dark channel of a blurred image is less sparse than the 

original image. 

 

Non-Blind Deconvolution Technique includes Wiener 

filtering [17], [52] Lucy-Richardson method [31], [53],  

Regularization approach  [54], [55] etc. 

 

Deconvolution using Wiener Filter: Some knowledge 

about point spread function is required in this approach. 

An estimate of a target random process can be made by 

Wiener filter using Linear Time Invariant (LTI) of an 

observed noisy image. Wiener deconvolution can be 

used effectively when adaptive noise and the frequency 

characteristics of the image are known. Wiener filtering 

is optimal in terms of the mean square error. It 

minimizes the overall mean square error in the process 

of inverse filtering and noise smoothing and it is a linear 

estimation of the original image. In the absence of noise, 

the wiener filter reduces to the ideal inverse filter [31]. 

Wiener filtering is used to store latent image in [17], 

[46], [56]. 

Wiener filtering also performs de-blurring using 

estimated kernel. Zhang et al. [17] presented a method in 

which kernel can be estimated by segmenting the blur 

map which is constructing using KNN interpolating 

method and edge information. After estimating kernel 

deconvolution can be performed using Wiener filtering. 

Wiener filter minimizes the MSE between the desired 

process and estimated processes [57]. Three conditions 

must be executed for guaranteeing the MSE: 1). The 

undistorted image and noise do not correlate with each 

other. 2). The undistorted image or noise must have zero 

average value. 3). The estimation linearly depends on 

the distorted image. Wiener filter has relatively higher 

noise immunity. 

 

Deconvolution using Lucy-Richardson Method: 

William Richardson and Leon Lucy [58], [59] invented 

the LR which is an iterative procedure for recovering a 

latent image that has been blurred by a known PSF. In 

this case, PSF is identified but no information is 

available for the noise. One main problem with basic LR 

method is how many times process should repeat. If the 

numbers of iterations are very large then it will slow 

down the computational process and also introduce 

ringing artifacts. The equation of Richardson-Lucy 

algorithm is [45], [60]  











n

nn

Hf

g
Hff *1  

      Where 1nf  the new estimate from the previous one is nf , 

(g) is the blurred image, (n) is the number of the step in 

the iteration, (H) is the blur filter (PSF) and (H*) is the 

Adjoin of (H).  

The LR algorithm reduces the effect of noise 

amplification. It is time consuming because more 

iteration is required. In literature [60], [61], [62], RL 

algorithm is being used to restore the final and latent 

image. Shaked et al. [60] represent an extended version 

of RL algorithm for estimation of medical images for 

their blurred measurements corrupted by Poisson noise 

and it’s particularly simple algorithmic structure which 

implies straightforward implementation. Blind 

deconvolution is performed using RL algorithm in the 

literature [63]. Each iteration of RL method is used to 

guess the PSF and using this PSF image is restored. RL 

was developed from Bayes’s theorem. A blurred image 

can be reconstructed using a combination of RL 

algorithm and Pyramid structure [62]. By using 

pyramid structure, the images with different frequency 

bands are generated. The combination of these two 

reduces the computational complexity and avoids the 

ringing effect.  

The reason for the popularity of the RL algorithm is its 

implementation of maximum likelihood and its 

apparent ability to produce a reconstructed image of 

good quality in the presence of high noise levels [64]. 

RL provides the good estimation of the blurring 

function and gives the better PSNR within limited 

iterations. 

Deconvolution using Regularized Filter: This 

technique is useful when limited knowledge about noise 

is present. The blurred and noisy image is restored by a 

constrained least square restoration algorithm that uses 

regularized filter [47]. The regularization filter is often 

chosen to be a discrete Laplacian. This filter can be 

understood as an approximation of a Wiener filter. 

Although the wiener filtering is the optimal tradeoff of 
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inverse filtering and noise smoothing, in this case when 

the blurring filter is singular, the wiener filtering 

actually amplifies the noise. The implementation of the 

regularized inverse filter involves the power spectrum 

estimation spectrum of the original image in the spatial 

domain. 

 

Wang et al. [55] developed a Linear Time Invariant 

Regularized Backward Heat Diffusion (LTI RBHD) 

method that estimates the blur kernel with low and high 

width, better results are achieved with right kernel width 

and it is better than wiener filtering. The prediction of 

the original image is obtained from the watermark image 

by using the regularized filter [54].  By subtracting the 

predicted image from the watermarked image we can 

recover embedded watermark image blindly and this is 

the combination of blind and a regularized filter. Wiener 

filtering has a better result than a regularized filter.  

 

Deblurring using Blurred/noisy pair images [23] can 

also be done. Both the blurred and noisy images are used 

to estimate the exact blur kernel, which otherwise is very 

difficult to get the blur kernel from a single image. The 

initial kernel can be assumed by simple constrained 

Least Square Optimization technique. Using both 

images, deconvolution is performed and this 

significantly reduces the ringing artifacts.  The 

remaining ringing artifacts are further suppressed by 

gain controlled deconvolution process. Non-blind 

deconvolution can be divided into two parts: non-blind 

kernel estimation and non-blind image deconvolution. 

 

In kernel estimation, the very accurate initial kernel can 

be recovered from the blurry image by exploiting large-

scale, sharp image structures in the noisy image. The 

main advantage of this approach is that it takes both the 

blurred and noisy image, as a result, it produces high-

quality latent image [40]. The disadvantage of this 

approach is that the point spread function is invariant.  

 

Deblurring using subspace analysis [40], [65] can be 

done by constructing a feature space which includes 

blurred images which are degraded by same point spread 

function. A statistical model that represent prior 

knowledge of predefined point spread function sets in 

feature space is learned which estimates the blur kernel 

of a query image and compare with each model in 

feature space and selects the closest one for PSF 

inference [22]. The given query image is de-blurred 

using the blur kernel corresponding to that particular 

model. The inferred PSFs were used to sharpen both 

target and query images. This approach has not yet been 

proven for images blurred with multi unknown factors 

like camera shake.  

 

Liao et al. [66] present a novel algorithm for 

hyperspectral image de-blurring with Principal 

Component of Analysis (PCA) and total variation. The 

first step is to de-correlate the hyperspectral image and 

separate the information content from the noise using 

PCA. The first k PCA channel contains most 

information about the HS image and remaining B-k 

channels contains the information about noise. If de-

blurring is performed on these high-dimensional B-k 

PCs and noise, then it will amplify the noise of the data 

cube and cause high cost of computation during data 

processing, which is not desirable. Therefore fast TV 

denoising and de-blurring methods are applied for first k 

PCs and a soft-thresholding denoising scheme is applied 

to remove the noise from remaining B-k PCs. 

 

Kumar et al. [67] presented a learning-based image de-

blurring technique using an artificial neural network. 

Using this approach blur PSF is assumed as uniform. 

The image is divided into patches and deconvolution 

algorithm is applied on different patches. The network is 

then trained using back propagation algorithm. When we 

give the blurred patch to the neural network as an input, 

the center pixel of this patch is considered as the output 

of original patch. 

 

Various blind and non-blind deconvolution based 

methods are compared in Table 1 and Table 2, 

respectively. 
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Table 1. Survey On Blind Deconvolution Based Image Deblurring Methods 

Ref. Blur Type Kernel Estimation Type of 

Kernel 

Features 

used 

Dataset Classifier 

[2] Motion Blur Estimate blur angle and 

length by Hough transform, 

TV regularization 

Regularized 

filter 

 In-house  

[14] Motion Blur, 

Defocus Blur 

 Gaussian 

filter 

LPSS, GHS, 

MS, LAC 

Flickr.com and 

PBase.com, 

Naive Bayes 

[15] Motion Blur, 

Defocus Blur 

 Low pass 

filtering 

SVF, ACF In-house  

[18] Defocus Blur, 

Motion Blur 

Blur map can be created by 

blur metric which is based 

on assumption 

 Log 

spectrum 

Public blurred 

image dataset 

 

[24] Motion Blur Using TV regularization 

approach 

Low pass 

filtering 

 In-house  

[43] Motion Blur By predicting image salient 

edges and using Gaussian 

prior  and cost function is 

required 

Gaussian 

filtering, 

shock filter 

 In-house  

[32] Motion Blur Using Radon transform Wiener 

filter 

 In-house  

[49] Motion blur Jointly solve blur 

segmentation and PSF 

estimation, MAP 

framework, two-phase 

kernel estimation, 

  In-house Naive Bayes 

[35] Motion Blur Removing the outliers, using 

MAP approach 

Shock filter  Benchmark dataset  

[51] Motion Blur Motion Density Function 

used to generate PSF at any 

location 

  In-house  

[33] Motion Blur, 

Gaussian blur  

Using Haar Wavelet 

Transform blur detection 

performed 

  Caltech- 

256 Object 

Category, INRIA 

Holidays and 

LabelMe, 

ARCHIVES  

SVM 

[34] Motion Blur Estimate the PSF and LI 

using ADMM 

Edge Filter  In-House  

[26] Motion blur, 

Defocus blur 

  MG,DC Google Image, 

Flicker, and 

DPChallenge 

SVM 

[27] Motion blur, 

Defocus blur 

Estimating Blurriness using 

Pixon based technique, 

different size of blocks is 

used for accuracy in 

estimation of blurriness 

Low pass 

filtering 

 In-house Naive Bayes 

[28] Motion Blur, 

defocus Blur 

 Gaussian 

filter  

IGD, SFD, 

LF 

In-house Naive Bayes 

LPSS = Local Power Spectrum Slope, GHS = Gradient Histogram Span, MS= Maximum Saturation, LAC = Local 

Autocorrelation Congruency, SVF = Singular Value Feature, AVF = Alpha Value Feature, IGD = Image Gradient 

Distribution, SFD = Spectra in Frequency Domain, LF = Local Filters, SVM = Support Vector Machine, LI = Latent 

Image, MG = Magnitude of Gradient, DC = Directional Coherence 
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Table 2. Survey On Non-Blind Deconvolution Based Image Deblurring Methods 

Ref. Blur Type Kernel Estimation Type of 

Kernel 

Features 

used 

Dataset Classifier 

[1] Camera Shake from each filer image and using 

radon transform 

Low pass 

filter 

 In-house  

[12] Motion Blur Kernel estimate blindly and use 

non-blind technique for de-

blurring 

Wiener filter  In-house  

[17] Defocus Blur Kernels derived from segmenting 

the blur map 

BM3D 

Filtering, 

Wiener 

filtering 

 In-house  

[22] Defocus Blur, 

Motion Blur 

Using a feature vector the closest 

one selected 

  In-house NN 

[23] Camera Shake A least squares optimization and 

Landweber algorithm are used for 

iteratively update 

Bilateral 

filtering 

 In-house  

[44] Motion Blur, 

Gaussian Blur, 

Average Blur, 

Defocus Blur 

Using MAP estimation approach Wiener filter, 

Laplacian 

filter 

Moment 

Invariant, 

HOG, 

Zernike 

Moment 

In-house  

[30] Motion Blur Using Dark channel and 

minimization perform by MAP 

approach 

Bilateral 

filtering 

 Bench-

mark 

dataset 

 

[31] Motion Blur Estimate blur length and angle 

and then kernel estimated from 

these parameters 

Gaussian 

filter  

 In-house  

[56] Motion Blur Kernel estimated by parameters 

like blur angle and blur length 

Wiener 

filtering 

 In-house  

 

[66] HS image Using PCA and TV regularization   In-house  

[36]  Kernel estimate by kernel fusion 

in which different kernel estimate 

by different method 

Low pass 

filtering 

 Flickr, 

facebook, 

Google 

plus 

websites 

for dataset 

 

[29] Motion blur, 

defocus Blur, 

Blend blur 

Radon transform  and Cepstrum is 

used for kernel estimation  

Wiener filter GF, RTF,EF 

 

 

 

In-house SVM 

GF= Gradient Feature, RTF = Radon Transform Feature, EF = Edge Feature, SVM = Support Vector Machine, 

NN=Nearest Neighbour. 

 

III. CONCLUSIONS 

 

This paper presents the review of state of art methods of 

image deblurring. Blind deconvolution jointly estimates 

the point spread function and clear image and we have 

no prior knowledge about PSF, types of blur, the 

presence of noise and the resultant image is better than 

any other technique but it is time consuming. We discuss 

non-blind deconvolution which includes three methods: 

Wiener filtering, Richardson-Lucy algorithm, 

Regularized filter. In the presence of Gaussian noise, 

Wiener filter gives the best result and it is optimal in 

terms of mean square error. Richardson-Lucy gives 

better results with higher PSNR but it gives ringing 
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artifacts with an increase in a number of iterations. The 

regularized filter is one of the best techniques to 

deblurring when there is no noise in the image but when 

noise is present with blur, the Richardson-Lucy 

technique gives better performance. Many approaches 

use blur detection and blur classification as the blind 

estimation of PSF is difficult. Therefore, by classifying 

the blur we get the structure model of PSF and using this 

structure model of blur kernel we can easily estimate the 

true PSF. In general, blind deconvolution techniques 

show better results in comparison with non-blind 

deconvolution techniques. 
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ABSTRACT 
 

Fingerprint recognition is one of the most well-known and publicized biometrics for personal identification and 

authentication. With the advancement of technology and for security purposes in various civilian, defence and 

commercial applications, fingerprint recognition is studied since a long time. Since second millennium BCE when 

fingerprints were used as signature, researchers have done studies on different aspects and features of fingerprint. 

This paper specifies a literature survey of the widely used techniques in fingerprint recognition system. Some of the 

renowned techniques of feature extraction and matching modules are discussed in deep. 

Keywords: Fingerprint recognition, Minutiae points, Fingerprint classes 

 

I. INTRODUCTION 

Biometrics technologies are automated methods which 

uses physiological or behavioural characteristic of an 

individual for verifying or recognizing the identity of a 

living person [1], [2], [3], [4]. Fingerprint [5], face, 

voice, iris [2], retina geometry [6], palm print [7], gait, 

hand vein [8], signature etc. are popular biometric 

characteristics [9] widely used in automatic 

identification of individuals [10]. Among them, 

fingerprint recognition is most reliable biometric due to 

its uniqueness among the people, stability, originality 

and fairly good performance in terms of accuracy, speed 

and robustness [11]. 

 

Fingerprint identification is one of very few techniques 

employed in forensic science for criminal investigation 

as FBI uses fingerprints to store data and records of 

criminals [12] . Also it is used in legal affairs as it can be 

used as evidence on legal documents in place of 

signature [13]. In safeguarding work [14] such as 

providing protection to health, wealth and human rights, 

fingerprint recognition system has been used in doors 

and lockers. National IDs’ such as unique ID, passports 

use fingerprint to identify an individual. Real time 

Automated Personal IDentification System (RAPIDS) at 

DoD (Department of Defence in USA) [15] uses 

fingerprint for personal identification. 

 

Fingerprint recognition is used in numerous applications 

that include civilian and commercial applications like 

military, law enforcement, medicine, education, 

payment using ATM [16], civil service, forensics [14], 

driving license registration, cellular phone access, 

computer log-in [16].  

 

As discussed in [17], fingerprint identification began in 

the late 19
th
 century with the development of 

identification bureaus for storage and verification of 

criminal records using any physiological characteristic 

instead of names. Slowly, the focus shifted from 

verification to identification of a single person from a 

large database [18]. 

 

Fingerprint impression of a person consists of ridges 

(black lines) and valleys (white region) [19]. A ridge can 

spread into two ways: ridge ending and ridge bifurcation. 

Combination of ridge ending and ridge bifurcation is 

called basic Minutiae points [19]. Figure 1 shows a 

sample fingerprint consisting of minutiae points. 
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Figure 1.  Minutiae points in sample fingerprint 

 

Fingerprint of a person contains numerous distinctive 

features which makes them unique from a person to 

person. Figure 2 shows that fingerprint features can be 

classified mainly as three levels [4], [20] :  

1) Level 1 (Global): refers ridge flow patterns 

(orientation) and singular points such as core and delta. 

2) Level 2 (Local): introduces minutiae details such 

as ridge ending and ridge bifurcation. 

3) Level 3 (Fine details): includes intra-ridge details 

such as width, shape, curvature, edge contours and even 

sweat pores.  

 

 
Figure 2.  Feature classification 

 

Among these different levels of features, level 1 feature 

can be used for fingerprint classification as they are 

defined from global charac2teristics. Level 2 and 3 

features are commonly used for fingerprint matching [21]  

as they allow to claim for the individuality of a 

fingerprint. Once features are classified, the fingerprint 

pattern can be classified in six common classes [19]: 

 

1) Arch: ridges enter from one side, rise to form a 

small bump, and then go down and to the opposite side. 

No loops or delta points are present. 

2) Tented Arch: similar to the arch except that at 

least one ridge has high curvature, thus one core and one 

delta points. 

3) Left loop: one or more ridges enter from one side, 

curve back, and go out the same side they entered. Core 

and delta are present. 

4) Right loop: same as the left loop, but different 

direction. 

5) Whorl: contains at least one ridge that makes a 

complete 360 degree path around the centre of the 

fingerprint. 

6) Unclassified: Fingerprints in databases are non-

uniformly distributed in these classes. Fig. 3 shows 

above 6 classes of fingerprint.  

 

   

(a) Arch (b) Tented arch (c) Left Loop 

   

(d) Right Loop (e) Whorl (f) Unclassified 

Figure 3.  Fingerprint classes 

 

Conventional fingerprint recognition system consists of 

3 main sub-domains [22]: Image acquisition and pre-

processing; Feature extraction and Matching/ 

Classification. Fingerprint images are acquired by the 

sensors adopted by the system or mobile device. These 

acquired images are pre-processed to improve the 

quality of image. Pre-processing such as image 

enhancement and morphological operations such as 

thinning, thickening etc. is done on the images. Popular 

enhancement techniques are directional median filter 

[23], directional weighted median filter [24] and STFT 

analysis [25]. 

 

Minutiae features such as ridge ending and bifurcations 

are extracted after refining of the thinned image and 

detecting the minutiae points. Additional features such 
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as core, delta, island, pores, crossovers etc. can also be 

detected to improve the matching process [26]. The most 

popular technique of minutiae detection is through the 

use of the crossing numbers approach [22]. Gabor filter 

is also used for feature extraction [27]. Once the features 

are extracted from fingerprint image, matching is 

performed with already registered template or by 

machine learning techniques. Matching score is 

computed using score computation metrics and 

performance evaluation is done using performance 

metrics. Main modules of fingerprint recognition system 

are shown in Figure 4. 

 

 
Figure 4.  Main modules of fingerprint recognition 

system 

 

Fingerprint matching includes numerous techniques 

according to extracted features used for matching and in 

terms of processing. Among them there are mainly two 

types: minutiae-based approach and non-minutiae based 

approach. Non-minutiae based approach [28], [29] 

includes Image-based method, Ridge-feature based 

method, Level3 feature based method and feature-point-

based method. Minutiae-based method [20] includes 

local minutiae matching and global minutiae matching.  

Techniques also use hybrid approach [29], [30] in which 

combination of minutiae features and non-minutiae 

features are combined to improve accuracy since only  

minutiae features may not be sufficient for matching 

[31].  

 

Image-based method [30], [32], [33], [34] is a non-

minutiae based technique that directly compares the 

entire fingerprint patterns by finding the correlation 

between two images but this method is vulnerable to the 

alignment error caused by non-linear deformation. 

Texture features such as Gabor response [30], [32], 

Local Binary Pattern (LBP) [33], Histogram of Oriented 

Gradient (HoG) [34] are also used which is also 

sensitive to noise, skin condition or nonlinear 

deformation. 

 

This problem of nonlinear deformation can be solved by 

using Ridge-feature-based approaches that utilize the 

topological information of the ridge patterns which 

includes ridge orientation [35] and frequency [36] 

information but the problem with this method is only 

several ridges of minutiae are used in extraction and 

ridge information cannot be used sufficiently for 

matching. For validating the usefulness of ridge features, 

Level3 feature based method is used which incorporates 

ridge details such as pores [28], dots and incipient ridges 

[37] and ridge contours along with minutiae features to 

improve performance. However these features can only 

be detected in high-resolution fingerprint images of 

1000 dpi and over. Several researches proposed partial 

fingerprint matching based on Scale Invariant Feature 

Transform (SIFT) [38] or accelerated KAZE (AKAZE) 

[39], [40] features which are typically used for object 

recognition and image matching these approaches are 

relatively sensitive to the large textural variations caused 

by noise or skin condition. Table I show non-minutiae 

based fingerprint recognition methods and features used 

in each of them. 

 

Table 1. Non-Minutiae Based Fingerprint Recognition 

Methods 

Method Features 

Image-based 

method 

Pixel intensities [30];  

Texture features such as  

Gabor response [30] [32], 

LBP [33], [41], 

HoG [34] 

Ridge feature-

based method 

Ridge orientation [35], 

Ridge frequency [36],  

Ridge count [42] 

Level 3 feature-

based method 

Pores [28], 

Dots and incipient ridges [37],  

Ridge contour  

Feature-point-

based method 

Key-points such as  

SIFT [38], A-KAZE [39], [40] 

 

The organization of this document is as follows. In 

Section 2 (Survey of existing methods) discussion of 

various state of the art methods of pre-processing and 

feature extraction in fingerprint recognition system is 

given. Finally, in Section 3 (Conclusion and discussion) 

the paper is concluded and suggests the future work. 
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II.  SURVEY OF EXISTING METHODS 

 

Survey of various techniques of pre-processing and 

feature extraction modules of fingerprint recognition is 

discussed in this section.  

 

A. Pre-processing 

Images captured by different sensors may contain 

various noises, false traces, blurred ridges and indistinct 

boundaries [43] which may result in poor quality images. 

Hence before proceeding for matching images need to 

be pre-processed which includes noise reduction, 

contrast enhancement, improving contrast among ridges 

and valleys of grayscale fingerprint pictures and 

morphological operations [44]. Fingerprint enhancement 

can be conducted on either binary ridge images or gray-

scale images thus Input image is normalized so that it 

has a pre-specified mean and variance. In [45] two 

approaches are described for fingerprint image 

enhancement: Spatial Domain Method, which operates 

directly on pixels and Frequency Domain Method, 

which operates on Fourier transfer of an image. 

 

Histogram equalization (HE) is most extensively utilized 

global contrast enhancement technique due to its 

simplicity and ease of implementation [46] which 

distributes the pixel values uniformly such that the 

enhanced image has linear cumulative histogram. This 

technique is used to make the intensity distribution 

uniform by re-assigning the intensity values of pixels 

and effectively spreading out the most frequent intensity 

values across the entire spectrum of pixels (0-255) [47].  

Through this adjustment, the intensities can be better 

distributed on the histogram and lower local contrast can 

gain a higher contrast. 

 

Directional Median Filter (DMF) [23] can be used for 

reducing  Gaussian distributed noises (by anisotropic 

filter) and impulse noises along the direction of ridge 

flow (by DMF). This algorithm may fail when image 

regions are contaminated with heavy noises and 

orientation field in these regions can hardly be estimated. 

An improved method was proposed in [24] over [23] 

that is Directional Weighted Median Filter (DWMF). A 

new impulse detector [24], which is based on the 

differences between the current pixel and its neighbors 

aligned with four main directions. It is appropriate to use 

Gabor filters as band pass filters to remove the noise and 

preserve true ridge/valley structures as Gabor filters 

have both frequency-selective and orientation-selective 

properties and have optimal joint resolution in both 

spatial and frequency domains [48]. In [49], it is stated 

that the previous fingerprint image enhancement 

methods based on Traditional Gabor filter (TGF) banks 

have some drawbacks in their image-dependent 

parameter selection strategy, which leads to artifacts in 

some cases. To overcome this issue, modified Gabor 

filter (MGF) have been developed as an improved 

version of the TGF. Its parameter selection scheme is 

image-independent. 

 

Fourier transform [3] is an important mathematical tool 

used to decompose an image into sine and cosine 

components that divide the fingerprint image into small 

processing blocks and enhance each block independently. 

Wavelet transform is an effective tool in reducing noise 

in which images are analyzed at multiple scales [43], 

[50]. Directional Wavelet Transform (DWT) [50], [51]  

can be used for image enhancement and noise removal. 

DWT along with Gabor filter is also recommended for 

noise removal. Gabor wavelet filter bank (GWT) and 

Directional Median Filter (DMF) together used as robust 

approach to fingerprint image enhancement. Gaussian-

distributed noises are reduced effectively by Gabor 

Filters and impulse noises by DMF. Short Time Fourier 

Transform (STFT) is a new approach for fingerprint 

enhancement which is a well known technique in signal 

processing to analyze non-stationary signals [25]. This 

algorithm estimates all the intrinsic properties of the 

fingerprints such as the foreground region mask, local 

ridge orientation and local ridge frequency.   

 

Directional filter bank [52] reduces the influence of 

noise on the ridges and valleys, enhances the ridges’ 

moving shape and preserves the spatial characteristics at 

minutiae and singular points. In [53], minutiae can be 

directly extracted from gray-level fingerprint images. 

Their algorithm is based on a gray-level ridge tracing 

[54] which extracts ridges by sequentially following 

each gray-level ridge until it ends or bifurcates. Their 

algorithm does not binarize the gray-level fingerprint 

image directly when conducting minutiae extraction, but 

binarization is still conducted implicitly by the gray-

level ridge tracer. The problem of binarization of gray-

level images [55] by Blayvas I et al. by acquiring images 

under non-uniform illumination and using different 

method to determine an adaptive threshold surface 

which gives faster binarization and better performance..  
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Captured fingerprint contains two components, original 

area captured by contacting the sensor called foreground 

and noisy are at the borders called background. 

Fingerprint segmentation [20] is used to separate two 

areas of fingerprint called foreground and background 

from each other and also for removing false features. A 

segmentation algorithm in [56], based on pixels features, 

using the criterion of Rosenblatt’s perceptron to classify 

the pixels. The disadvantage of this algorithm is based 

on pixels features and moderate performance which 

gives low speed. N. Ratha, et al. [57] used 

morphological operators to detect and remove spikes. 

 

B. Feature Extraction 

Different levels of features can be extracted using 

feature extraction techniques according to the matching 

technique used. Singular points are extracted by its 

symmetry properties  using symmetry point extraction as 

proposed in [58]. Complex orientation field is used to in 

which complex filters are conducted in multiple 

resolution scales. The symmetry is detected by its strong 

response to complex filters [59]. 

 

PoinCare Index (PI) [40], [60], [61] is a popular method 

to detect singular points which is computed as the sum 

of the difference between the orientation of point and 

each of its neighbor [62]. Depending upon value of PI 

singular points can be detected whether it is core or delta. 

However a challenging task is to improve reliability of 

orientation field as wrong orientation of points due to 

noise or poor quality of image can result in spurious 

detection. Chikkerur and Ratha [60] presented 

significant improvements in singular point  detection 

algorithm based on complex filtering principles 

originally proposed by Nilsson and Bigun in [63].  J. 

Zhou et al. [61] proposed to use the DORIC (Differences 

of the ORIentation values along a Circle) feature for 

singular point verification, which can remove spurious 

detections and provide more discriminative information. 

The method needs more heuristics and sophisticated 

filters to detect singular points [62]. 

 

Convolution Neural Network (CNNs) [31], [62] are 

biologically inspired variants of multilayer perceptrons 

(MLP) [64], used to automatically detect singular points 

with lack dependence of any prior knowledge and 

human effort. In [62], a two layer CNN feature 

extraction and non-linear classifier is used for singular 

point detection by learning Multi-Stage (MS) features 

using CNN architecture provided by D. Sermanet et al. 

in [65] which provides richer complementary 

information such as local textures and fine details. A 

deep CNN is employed in [31] to learn global and 

minutiae features followed by K-Nearest Neighbor 

policy for proper triplet selection. S. Kim et al. [13] 

proposed a fingerprint liveness detection method based 

on a deep belief network (DBN) in which features are 

learned by Convolution network with random filters 

followed by the Principle Component Analysis (PCA). 

In [66], a convolution network is used to extract features, 

whose dimension is reduced by the principal component 

analysis (PCA), to be used by a SVM for fingerprint 

liveness detection. 

 

Crossing numbers (CN) [22], [54], [67] are the most 

commonly employed method of minutiae extraction 

concept. Rutovitz’s definition for crossing number 

involves the use of the skeleton image where the ridge 

flow pattern is eight-connected which extracts both true 

and false minutiae [54] where H-point elimination 

method to remove several types of spurious minutiae. In 

[22], an advancement of crossing number is used from 

which ridge ending and bifurcation can be detected 

using threshold value of CN and from applying it, 24 

possible bifurcation templates are generated for ease in 

extraction. Applying same to the algorithm after image 

enhancement step, M. M. Min  et al. [67]  proposed 8 

different possible termination and bifurcation features. 

 

Gabor filter are used in the region around the fingerprint 

core point in a well-known image-based feature 

extraction technique, FingerCode [68] to extract local 

and global features which computes the standard 

deviation from mean of grey levels to define feature 

vector. The main problem of this approach is detection 

of a reliable core. In [69], [70] two FingerCode variants 

are proposed, where fingerprints are first zaligned using 

minutiae before extraction In [69] a set of 8 Gabor filters 

are used for hybrid approach of minutiae and ridge flow 

information to capture ridge strength at equally spaced 

orientation whereas 2D wavelet decomposition and 

convolution with 16 Gabor filter are used for extracting 

fingerprint pattern and minutiae in [70]. These hybrid 

approaches [68], [69], [70] tend to give better results 

than conventional minutiae-based fingerprint matching. 

L. Nanni et al. [33] proposed a hybrid approach where 

fingerprints are pre-aligned using minutiae, and then 

image-based features are extracted by invariant local 
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binary patterns (LBP) from the fingerprint image 

convolved with Gabor filters which together called 

GLBP (combination of Gabor filter and LBP). Here, 

Gabor filter is applied on different wavelet sub-bands 

[70]  and invariantly LBP [33] to show that combining 

descriptors may improve the discrimination power. 

 

Local Binary Pattern (LBP) operator is used for feature 

extraction in [41] to get LBP histogram on extracted 

pores and calculate the  chi-square distance between two 

average LBP histograms is performed for matching that 

gives the best match. [41] Combines the pore-LBP based 

level-3 matching score and minutiae-based level-2 

matching score in decision level. Local Phase 

Quantization (LPQ) [71] is statistics of labels computed 

in the local pixel neighborhoods through filtering and 

quantization. These methods describe each pixels 

neighborhood by a binary code which is obtained by 

first convolving the image with a manually predefined 

set of linear filters and then binarizing the filter 

responses. The bits in the code string correspond to 

binarized responses of different filters. As proposed in 

[71], BSIF is inspired by LBP and LPQ to automatically 

learn a fixed set of filters from a small set of natural 

images, instead of using handcrafted filters such as in 

LBP and LPQ. 

 

Minutiae Cylindrical Code (MCC) [21] uses the Minutia 

Cylinders to code the fingerprint into fixed length using 

binary representation. The algorithm proposed in [72] 

uses binary minutia cylinder code (MCC) as minutia 

descriptor which encodes locations and directions of 

neighbor minutiae around each minutia into a fixed- 

length bit vector. MCC is more accurate and robust than 

minutia triplets, but its dimensionality is higher. 

 

Locality Sensitive Hashing (LSH) is effective and 

efficient in finding approximate nearest neighbor of 

high-dimensional vector [73]. Locality Sensitive 

Hashing (LSH) is used to efficiently find out hypothesis 

correspondences of MCC instead of traditional 

quantization scheme. An improved Locality Sensitive 

Hashing algorithm for MCC descriptor is proposed in 

[74] combining with pose estimation algorithm. 

 

Minutiae Vicinity (MV) was proposed by Guoqiang Li 

et al. in [75]. A minutiae vicinity is a fundamental unit 

which is framed by four details including an inside 

minutia and its three nearest neighboring details sorted 

by climbing request in view of their Euclidean distance 

with inside minutia. Minutiae Vicinity (MV) and 

Minutiae Cylinder Code (MCC) both are used in score 

level fusion method [75], [76] for fingerprint indexing 

approach where matching is quite complex for  a large 

database. In [75] new designed indexing method extracts 

a feature vector including 9 components from minutiae 

details and a triplet which is contained in a Minutiae 

Vicinity. In [76], it is proposed that  MV- features and 

MCC-Features are extracted from the sample. After 

extraction these features are fused and a single feature 

vector or a template is obtained. Principal component 

analysis (PCA) [35], [66] is a powerful algorithm used 

for dimensionality reduction of the data to make the 

algorithm faster and more efficient. 

 

M. Yamazaki et al. [38] adopts scale invariant feature 

transform (SIFT) for partial fingerprint matching. 

Gaussian blurring causes ridges diffusion, which reduces 

the distinctiveness of fingerprint texture. Mathur at el. 

[39] applies A-KAZE feature to address this problem. 

A-KAZE features use non-linear diffusion, which 

preserves fingerprint ridges. Histogram of Gradients 

(HoG) [34] is an image-based matcher proposed by N. 

Dalal et al. [77]  where the histogram of gradients 

features are used to describe the fingerprint which 

represent an image is represented by a set of local 

histograms which count occurrences of gradient 

orientation in a local cell of the image gives best results 

for stand-alone descriptors as it outperforms Gabor 

filters and LBP [34]. Inspired by histograms of oriented 

gradients (HOG) and the scale invariant feature 

transform (SIFT), a new approach of Histogram 

Invariant Gradient (HIG) is proposed in [78] which 

achieves average accuracy for liveness detection.  

 

As various techniques are used for fingerprint 

recognition depending on the extracted features, each 

technique has different aspects and metrics. A 

comparative study of widely used existing methods is 

shown in Table 2. 

 

 

 

 

 

Table 2. Survey On Various Fingerprint Recognition Methods 
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Ref. Technique L/G 

 

Features No of thumb 

Fingerprints 

used 

Database 

Used 

Minutiae 

extraction 

Classifier Accuracy 

[4] Multi-feature 

based score 

fusion method 

L Minutiae + 

texture 

information 

(Ridge 

count) 

48 people with 

10 impressions 

of each finger 

FVC 2000 

DB1 

FPC DB 

Traditional 

minutiae- 

based 

matching 

method 

Hausdorff 

distance 

Matching score: 

4.57% 

2.04% 

97.05% boost 

EER: Lower than 

50% for all 

[29] Partial 

fingerprint-

matching 

method 

incorporating 

new RSFs with 

minutiae 

L Minutiae + 

edge 

shapes 

(concave 

and 

convex) are 

- FVC20 02, 

FVC20 04 

and BERC 

Local 

neighborhood 

of minutiae 

(Ridge shape 

features RSF) 

Proposed 

algorithm 

Euclidean 

distance 

- 

[74] Minutiae –

based indexing 

with pose 

constraint 

L Ridge 

orientation 

information 

- FVC2000 

DB1 

FVC2000 

DB2 

FVC2000 

DB3 

NIST 

Special 

Database 4 

NIST 

Special 

Database 

14 

local 1-D 

normalized 

histogram of 

ridge 

orientations 

Pose 

estimation 

Algo + 

Improved 

LSH for MCC 

SVM  

 

- 

[79] Fingerprint 

recognition by 

euclidean 

distance 

G Core & 

bifurcation 

points 

172 

 

 

 

 

400 

ST-BIO 

Card 

Reader 

Model: 

BCR100T 

V3.0 

VeriFinger 

Sample DB 

database 

[23]. 

Core: ASDF – 

Average 

Square 

Directional 

Field 

 

 

 

Shortest 

Euclidian 

distance core 

& bifurcation 

points 

Overall precision : 

85%  

ST-BIO Card 

Reader : 95%  

VeriFinger Sample 

DB : 75% 

[80] Minutiae 

Extraction 

L Minutiae 

features 

- - Iterative, 

parallel 

thinning 

algorithm 

Enhanced 

thinning 

algorithm 

 

Minutiae 

Marking: 

Crossing 

Number 

False Minutia 

Removal 

 

Minutiae 

Match: 

alignment-

based 

match 

algorithm 

(elastic 

match algo) 

EER: 25 

[51] Texture 

Feature based 

Fingerprint 

Recognition 

L Core 300 fp images In-house 

(256*256) 

 

FVC 2000 

Feature 

extraction: 

DWT 

 

Core point: 

Matching: 

Euclidian 

distance 

98.98% boost 

 

EER: 2.80% 
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PoinCare 

Index 

[81] Pattern 

Recognition 

System 

L Minutiae 900 fp images 

(each has 

500dpi 256 

gray level) 

 

269 fingers 

 

450 imgTrain 

450 imgTest 

IBM 

HURSLEY 

database 

Learning 

Vector 

Quantizer 

(LVQ) 

Feature 

refinement 

rule-based 

classifier 

LVQ based 

classifier 

95% training 

87% testing 

[62] Convolution 

Neural 

Networks 

(CNNs) 

G Singular 

points 

- FVC 2002 

DB 

(core 2738 

Delta 731) 

CNN Two-layer 

nonlinear 

CNN 

classifier 

False detection rate: 

Core 7.5% 

Delta 6% 

[31] Deep CNN 

(train 

minutiae) + K-

NN based 

triplet 

selection(selec

t proper triplet) 

G Minutiae + 

Global 

Pattern 

- In-house 

DB 

PHF300 

FVC2000 

FVC2006 

Deep CNN - - 

FDR: False Detection Rate, CNN: Convolution Neural Network, MCC: Minutiae Cylinder Code, PR: Precision Rate, 

ASDF:  Average Square Directional Field, SVM: Support Vector Machine, LSH: Locality Sensitive Hashing, EER: 

Equal Error Rate, A-KAZE: Accelerated KAZE, L: Local, G: Global 

 

III. CONCLUSION AND DISCUSSION 

 
This paper presented a review of state of the art methods 

of fingerprint recognition system. The paper starts with 

the introduction of biometric technologies which are 

widely used in forensic applications like criminal 

investigations, terrorist identification and other security 

issues in applications such as defence, civilian, 

commercial era. Fingerprint applications and its history 

is briefly discussed which is followed by the features of 

fingerprint. The structure of a conventional fingerprint 

recognition system is shown which includes various 

modules. Fingerprint pre-processing techniques such as 

enhancement techniques, segmentation, binarization, 

morphological operations etc. used to improve the 

quality of fingerprint images before further stages of 

extraction and matching are discussed. Various minutiae 

and non-minutiae based features extraction techniques 

are analysed. Combination of these techniques along 

with advantages and limitations are specified. Template 

matching and machine learning techniques are presented 

with a brief discussion. 

 

It is observed that, non-minutiae features are not 

sufficient for matching purpose because of their 

distinctiveness. Also according to survey, minutiae 

points solely do not provide satisfying accuracy and 

results as these points does not give any details about 

surrounding pattern whether it is ending or bifurcation. 

Thus extracting local structure of these minutiae points 

provides better results. 
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ABSTRACT 
 

The popularity of cloud computing is increasing day by day. It is a platform for providing dynamic pool of resources 

and virtualization to the cloud users. To properly handle user requests and utilize cloud resources, load balancing 

plays a vital role. For load balancing many algorithms have been designed to carry out the client’s request towards 

the resources in order to maintain balance. Load balancing plays a vital role which can improve the Quality of 

Service (QoS) metrics, including resource utilization, performance, response time, cost and throughput. There are 

various algorithms are there to balance the load in cloud computing environment, such static and dynamic types.  In 

this survey paper the focus is given to various throttled algorithms used for load balancing in cloud computing 

environment.   

Keywords: Cloud Computing, Load Balancing, Throttled load balancing Algorithm. 

 

I. INTRODUCTION 

 

Cloud computing technology is an emerging technology, 

the computing power and storage technology sharing 

through the Internet. Cloud computing, fulfils user needs 

in pay as per the use basis, aiming in maximum resource 

utilization to prevent the waste of resources, to achieve 

maximum efficiency. Its features include on-demand 

service, extensive network access, resource pooling, 

brisk elasticity and measurement service.  

However, the main issue in cloud computing is load 

balancing means assigning resources to the incoming 

requests efficiently with less response time. For 

executing the client’s request with a minimal response 

time many algorithms are there like RR, Throttled, 

Stochastic Hill Climb etc [1]. In this paper focus is given 

on various throttled algorithm proposed by several 

researchers. 

The organization of this document is as follows. In 

Section II,load balancing types are discussed, in section 

III’ various proposed throttled algorithms are discussed. 

In section IV concludes the paper. 

 

 

 

 

II. LOAD BALANCING TYPES 
 

Load balancing algorithm has been designed to balance 

the whole load, and two types of load balancing 

algorithms are introduced: 

 

A. Static Load Balancing : 

Some characteristics of static load balancing algorithm 

are as follows: the load distribution decision does not 

depend on the current state of the system; they need 

prior knowledge about the system [2]. This algorithm is 

suitable for homogenous system environment [3]. They 

are not flexible. The performance of processors is 

explained at the starting of the execution and which does 

not change the executing process at run time for making 

changes in the system load [4]. Some of the static load 

balancing algorithms are: FCFS,RR, Max-min, Min-Min 

etc 

 

B. Dynamic Load Balancing :  

In dynamic Load balancing algorithm the load 

distribution decision is based on the current state of the 
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system, they do not require any prior knowledge about 

system resources [2]. This is suitable for heterogeneous 

system. Load balancing decision is dynamic in nature, 

means load balancing decision can be at run time [3]. 

This algorithm provides outstanding improvement in 

performance than static algorithm [2]. Some of the 

dynamic algorithm examples are ant colony, throttled, 

GA, Honey Bee Algorithm etc. 

 

III.  VARIOUS PROPOSED THROTTLED 

ALGORITHMS: 
 

All paragraphs must be indented.  All paragraphs must 

be justified, i.e. both left-justified and right-justified. 

A. Throttled Load Balancing Algorithm: 

Throttled Load Balancing Algorithm [5][6] is a dynamic 

algorithm for distribution of load that completely deploy 

on VMs. In VMs are grouped according to the requests 

they can handle.  When the client sends the request, the 

load balancer immediately gets alert and searches for the 

group which can manage easily and allocates that 

request. But the issue   is that the load balancer has to 

search for the suitable VM group, which results in the 

delay in operation. Working process of throttled load 

balancing is shown in figure 1. 

 

Figure 1. Throttled scheduling process 

B.  Modified Throttled Load Balancing Algorithm: 

Modified Throttled algorithm [6] is modified version of 

Throttled Load Balancing Algorithm.  It maintains a set 

of VM named as VM index table and that states the 

position of the VMs (i.e. Available/busy).when user 

requests come, VM at first index is initially selected 

depending upon the state. If VM is available then that 

request is assigned to that VM, and it returns (-1) to the 

DCC(Data Centre Controller), if VM is not found. Then 

the VM next to the already allocated VM is choose, 

when the next request arrives and this process is 

repeated continuously up to  the index table size is 

reached, which is shown in Figure 2 below. 

 

 
Figure 2. Flowchart of Modified Throttled Load 

Balancing Algorithm 

Throttled algorithm has with better response time 

than Round-Robin but it failed to distribute load 

uniformly, it only overloads initial VMs , other VM 

are under loaded or get idle. In modified throttled, it 

distributes load uniform among VMs, and also 

improved response time as compared to existing 

throttled algorithms. 

C. Hybrid Approach Using Throttled And ESCE 

Load Balancing[7]: 

This is a hybrid load balancing algorithm, which is 

formed by Throttled and Equally Spread Current 

Execution (ESCE) algorithms. 

 

Hybrid algorithm contains the excellent features of  both 

ESCE and Throttled algorithms. In ESCE algorithm, 

load balancer maintain equal load to all the VMs 

connected to the data center. Using this technique the 

load balancer gets number of VMs by maintaining an 

index table and queue for the number of requests that are 

currently assigned to the VM. The load balancer scans 

the queue and the index list of VMs continuously. When 

a request comes, it is allocated to the available VM,  that 

can handle the incoming request. If on the other hand 

there are two VMs, one is free and another one needs to 

be freed of the load, then the load balancer distributes 

some of the tasks of that VM to the free one so as to 

reduce the overhead of the former VM. Similarly the 

Throttled algorithm maintains an index table that lists all 

VMs as well as their states (i.e. Available or Busy).  

 

Whenever a request comes to the data center the 

throttled load balancer scans the index table list from top 
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until the first available VM is found or the index list is 

scanned fully. If a match is found on the basis of size 

and availability of the VM, then the load balancer 

allocates the task to that VM. If no VM is available then 

the load balancer returns -1 and the request is get 

queued. This hybrid approach utilizes best features of 

both the algorithms to get more efficient load balancing 

algorithm. The hybrid algorithm maintains two things, 

index of list of VM allocation status and list to count the 

allocated request. The allocated request list count is 

compared with the index list of VMs. If VMs index list 

if greater than allocated request list implies that there are 

more VMs available to handle the request else request 

has been queued in order to wait for the availability of 

VM. Hybrid throttled load balancing shown in fig-3 

below. 

 

 
 

Figure 3. :Hybrid throttled load balancing 

Algorithms 

D. Priority Based Modified Throttled Algorithm: 

The  Priority based Modified Throttled Algorithm 

(PMTA)[9] improves average execution time as 

compare to other existing load balancing algorithms 

such as Throttled and Round Robin. The working 

procedure of PMTA is shown in fig.4. In Cloudsim, 

DCC uses a VmLoadBalancer that determines for 

processing which VM should be assigned the next 

Cloudlet. VmLoadBalancers implementing ‘3’ load 

balancing policies - RR Load Balancer VMs, Active 

Monitoring Load Balancer and Throttled Load Balancer, 

ensuring at any given time only a predefined number of 

Internet Cloudlets are allocated to a single VM. When a 

client request comes, the DCC (Data Centre Controller) 

queries for allocation table. Now if there is free VM 

available, then that request would directly be allocated 

to the suitable VM, if there is no such free VM 

available, then the VM’s Load Balancer check for the 

job, executing in the V.M. which have the lowest 

priority then stops the execution and switch it to the 

Switching Queue. Switching Queue is used to hold the 

requests which have been removed temporarily from the 

VM due to the arrival of higher priority request .The 

high priority service request will be allocated to the 

vacant VM. The switched job have to be wait until 

availability of suitable VM but in this situation a 

problem may arise, If higher priority requests are 

continuously serve and  the lower priority job would 

never get a chance to be executed and  suffer from 

starvation. To overcome this problem, priority of the 

each waiting requests has increased. If any of the VM 

gets free, then it will check for new request and the 

waiting request, then selects the request having highest 

priority and allocate VM to it. 

 

 
Figure 4. Priority Based Throttled Load Balancing 

Algorithm. 

 

E. Weighted throttled load balancing approach  

Weighted throttled load balancing algorithm [10]; is 

modification of the throttled load balancer, which 

assigns a weight to each of the VM in order to achieve 

better response time and processing time. In this 

weighted throttled load balancing approach it uses the 

concept of weights in throttled load balancing, the VMs 

are assigned different amount of the available processing 

power of server host to the individual application 

services. Tasks are assigned to the most powerful 

available VM between these VMs of different 

processing powers. In this algorithm a request is not 

queued and instead is assigned a busy VM that has a 

higher weight in comparison to others. This algorithm 

leads to better response time and processing time. The 

proposed weighted throttled VM load balancing 

algorithm is illustrates in figure 5 by use of a flowchart. 
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Figure 5. Weighted throttled load balancing 

algorithm 

IV.CONCLUSION 

 
The greatest challenge in cloud computing is load 

balancing, in which the user requests are allocated  

ensuring no VM get overloaded or under loaded. 

Throttled load balancing algorithm is a dynamic load 

balancing algorithm that can minimize the response time 

of service request. This survey paper focuses on 

different algorithms which are modified version of the 

throttled algorithm. These algorithms are designed to get 

better result and to overcome problems arise in previous 

one. In future more efficient throttled load balancing 

algorithm can be obtained which can give better result.  

 

V. REFERENCES 

 
[1]. Klaithem Al Nuaimi, Nader Mohamed, Mariam 

Al Nuaimi and        Jameela Al-Jaroodi, "A 

Survey of Load Balancing in Cloud Computing: 

Challenges and Algorithms", in Second 

Symposium on Network Cloud Computing and 

Applications, 978-0-7695-4943-9/12, IEEE 2012 

[2]. Desai, Tushar, and J. Prajapati. "A survey of 

various load balancing techniques and challenges 

in cloud computing." International Journal of 

Scientific & Technology Research 2.11 (2013): 

158-161. 

[3]. Raghava, N. S., and Deepti Singh. "Comparative 

study on load balancing techniques in cloud 

computing." Open Journal of Mobile Computing 

and Cloud Computing 1.1 (2014). 

[4]. Ren, X., R. Lin and H. Zou, "A dynamic load 

balancing strategy for cloud computing platform 

based on exponential smoothing forecast" in proc. 

International Conference on. Cloud Computing 

and Intelligent Systems (CCIS), IEEE, pp: 220-

224, September 2011 

[5]. S. Mohapatra, K. Smruti Rekha, S. Mohanty, "A 

comparison of Four Popular Heuristics for Load 

Balancing of Virtual Machines in Cloud 

Computing," IJCA Journal, vol. 68(6), pp. 34-38, 

April 2013. 

[6]. G. Domanal, G. R. Mohana Reddy, "Load 

Balancing in cloud computing Using Modified 

Throttled Algorithm," IEEE International 

Conference on Cloud Computing in Emerging 

Markets (CCEM), pp.1-7, October 2013. 

[7]. Vishwas Bagwaiya, Sandeep k. Raghuwanshi, 

"Hybrid Approach Using Throttled And Esce 

Load Balancing Algorithms In Cloud Computing" 

[8]. Shikha Garg, Rakesh Kumar Dwivediy, Himanshu 

Chauhanz, "Efficient Utilization of Virtual 

Machines in Cloud Computing using 

Synchronized Throttled Load Balancing", 

International Conference on Next Generation 

Computing Technologies (NGCT-2015) 

Dehradun, India, 4-5 September 2015. 

[9]. Soumi Ghosh1, Chandan Banerjee1, "Priority 

Based Modified Throttled Algorithm in Cloud 

Computing" 

[10]. Walugembe Hussein, Tao Peng and Guojun 

Wang," A weighted throttled load balancing 

approach for virtual machines in cloud 

environment", Int. J. Computational Science and 

Engineering, Vol. 11, No. 4, 2015 



IJSRSET184233 | Accepted : 15 Jan 2018  |  Published 22 Jan 2018 | January-February-2018 [ (4)2 : 205-209 ] 

© 2018 IJSRSET | Volume 4 | Issue 2 | Print ISSN: 2395-1990 | Online ISSN : 2394-4099 

National Conference on Advanced Research Trends in Information and  

  Computing Technologies (NCARTICT-2018), Department of IT, L. D. College of Engineering,  

Ahmedabad, Gujarat, India In association with  

International Journal of Scientific Research in Science, Engineering and Technology 

 

205 

A Review Paper on Multiplier Algorithms for VLSI Technology 
Kajal Agrawal, Milind Shah, Gaurav Asari 

Vishwakarma Government Engineering College, Chandkheda, Gujarat, India 

 

ABSTRACT 
 

In the era of digitalization, it is required to increase the speed of digital circuits while reducing area and power 

consumption. In any digital system, multiplication is a key element. One of the important parameter which affects 

the performance of entire system is performance of multiplier unit. Therefore, it is required to design efficient 

multiplier unit. To improve the efficiency of multiplier unit, it‟s needed to optimize various parameters such as 

speed and area. There are different multiplier algorithms discussed and compared in this paper for performance 

optimization. 

Keywords: Array multiplier, Wallace tree multiplier, Booth algorithm, Karatsuba algorithm, Vedic multiplier. 

 

I. INTRODUCTION 

 

Multipliers play an important role in today‟s digital 

signal processing and various other applications. With 

advances in technology, many researchers have tried 

and are trying to design multipliers which offer either 

of the following design targets – high speed, low 

power consumption, regularity of layout and hence 

less area or even combination of them in one multiplier 

thus making them suitable for various high speed, low 

power and compact VLSI implementation. 

 

The general multiplication method is performed by 

addition, subtraction and shifting operations. After 

each step of calculation partial product is generated, 

and this is the main factor that determines the 

performance of the multiplier. This repetitive addition 

requires more time to perform the operation [1]. 

 

To reduce the number of partial products to be added, 

Modified Booth algorithm is one of the most popular 

algorithms. To achieve speed improvements Wallace 

Tree algorithm can be used to reduce the number of 

sequential adding stages.  

 

There are many types of multiplication algorithm such 

as Array multiplier, Wallace tree multiplier, Booth 

algorithm, Karatsuba algorithm, Vedic multiplier, etc. 

 

The functionality of any algorithm is greatly dependent 

on functional parameters of multipliers. The 

parameters include delay, memory and power. For 

efficient working of any algorithm which includes 

multiplication the selection of multiplier plays a key 

role. The selection of multiplier is concerned by 

observing the delay and area of the multiplier [2]. 

 

The organization of this document is as follows. In 

Section 2(Multiplier Algorithms), detail of different 

algorithms for multiplication is discussed. In Section 

3(Comparison and Discussion), comparison of 

different algorithms of multiplication is given. In 

Section 4(Conclusion)a conclusion is given based on 

comparison of different algorithms for FPGA 

implementation. 

 

II. MULTIPLIER ALGORITHMS 

 

A. Array Multiplier 

The traditional method for multiplication is done by 

using array multiplier. Array multiplier is popular due 

to its regular structure. It is based on add and shift 

algorithm. In parallel multiplication operation, number 

of partial products to be added is the main parameter 

that determines the performance of the multiplier. 

Each partial product is generated by the multiplication 
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of the multiplicand with one multiplier bit. The partial 

products are then shifted according to their bit order 

and then added. Addition can be performed with 

normal carry propagate adder[3]. 

 

 
Figure 1. Structure of array multiplier 

 

For n x n array multiplier, number of adders and gates 

needed are: 

1. n(n-2) full adders 

2. n  half adders 

3. n
2
 AND gates 

 

Figure 2. Example of array multiplier 

 

The advantage of array multiplier is that it has 

minimum complexity and regular structure. And 

Disadvantages are large number of logic gates, so 

more chip area. It has high power consumption and it 

is limited to 16-bits. 

 

B. Wallace-Tree Multiplier 

A Wallace tree is an efficient hardware 

implementation of a digital circuit that multiplies two 

integers, devised by Australian Computer Scientist 

Chris Wallace in 1964.  

The Wallace tree has three steps: 

 

1. Multiply (that is – AND) each bit of one of the 

arguments, by each bit of the other, yielding n
2
 

results. Depending on position of the multiplied 

bits, the wires carry different weights. 

2. Reduce the number of partial products to two by 

layers of full and half adders. 

3. Group the wires in two numbers, and add them 

with a conventional adder. 

 

Figure 3. Example of Wallace tree multiplier 

 

The advantage of Wallace-tree multiplier is that it 

becomes more pronounced for more than 16-bits. And 

Disadvantage is that a logarithmic depth reduction tree 

based CSA‟s has an irregular structure, therefore its 

design and layout is difficult. 

 

C. Booth Algorithm 

Booth's multiplication algorithm is a multiplication 

algorithm that multiplies two binary numbers in two's 

complement notation. The algorithm was invented 

by Andrew Donald Booth in 1950 while doing 

research on crystallographyatBirkbeck 

CollegeinBloomsbury, London. Booth's algorithm is of 

interest in the study of computer architecture. Booth 

multiplier is best for signed numbers. Booth used desk 

calculators that were faster at shifting than adding & 

created the algorithm to increase their speed. 

 

Hence to reduce the iterations Booth„s Algorithm 

isdeveloped for multiplying signed as well as 

unsignednumbers. It initiate with the ability to both 

add and subtract there are multiple ways to compute a 

product. Booth„s algorithm is a multiplication 

algorithm that utilizes two„s complement notation of 

signed binary numbers for multiplication. This 

multiplier can scan the three bits at a time hence the 

delay decreases. But the power consumption of this 

multiplier is more hence the efficiency of the system 

reduces [1]. 

 

Example: 3 x (-4). 

m = 3 = 0011,  r = (-4) = 1100. 

Multiplication can be implemented by repeatedly 

adding one of two predetermined values A and S to a 
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product P, then performing a rightward arithmetic 

shift on P. 

 

Step:1  Let x and y represent the number of bits 

in m and r. 

Step:2 Determine the values of A and S , and the initial 

value of P. All of these numbers should have a length 

equal to (x + y + 1). 

A = Fill the most significant (leftmost) bits with the 

value of m. Fill the remaining (y + 1) bits with zeros. 

A= 001100000 

S= Fill the most significant bits with the value of (−m) 

in two's complement notation. Fill the remaining 

(y + 1) bits with zeros. 

S = 110100000 

P = Fill the most significant x bits with zeros. To the 

right of this, append the value of r. Fill the least 

significant (right most) bit with a zero. 

P = 000011000 

 

Step:3  Determine the two least significant (rightmost) 

bits of P. 

If they are 01, find the value of P + A. Ignore any 

overflow. 

If they are 10, find the value of P + S. Ignore any 

overflow. 

If they are 00, do nothing. Use P directly in the next 

step. 

If they are 11, do nothing. Use P directly in the next 

step. 

A = 0011 0000 0, S = 1101 0000 0,   P = 0000 1100 0 

 

Step:4  Perform the loop four times: 

P = 0000 1100 0. The last two bits are 00, Arithmetic 

right shift. 

P = 0000 0110 0. The last two bits are 00, Arithmetic 

right shift. 

P = 0000 0011 0. The last two bits are 10, So  P = P + 

S. 

P = 1101 0011 0.  Then Arithmetic right shift. 

P = 1110 1001 1. The last two bits are 11, Arithmetic 

right shift. 

P = 1111 0100 1. Arithmetic right shift. 

Result:  The product is 1111 0100, which is −12. 

 

The advantages ofbooth algorithm are that it used to 

reduce number of stages in multiplication and it 

performs two bits of multiplication at once, so it 

requires half number of stages. And its Disadvantage is 

that its each stage is more complex than simple 

multiplier. 

D. Karatsuba Algorithm 

The Karatsuba algorithm is a fast multiplication 

algorithm. It was discovered by Anatoly Karatsuba in 

1960 and published in 1962. Karatsuba algorithm uses 

a divide and conquers approach. Where it breaks down 

the inputs into Most Significant half and Least 

Significant half.  

 

Recursive application of Karatsuba Algorithm 

If n are four or more, the three multiplications in 

Karatsuba's basic step involve operands with fewer 

than n digits. Therefore, those products can be 

computed by recursive calls of the Karatsuba 

algorithm. The recursion can be applied until the 

numbers are so small that they can (or must) be 

computed directly. 

 

In a computer with a full 32-bit by 32-bit multiplier, 

for example, one could choose B = 2
31

 = 2,147,483,648, 

and store each digit as a separate 32-bit binary word. 

Then the sums x1+ x0 and y1 + y0 will not need an extra 

binary word for storing the carry-over digit (as in carry 

save adder), and the Karatsuba recursion can be 

applied until the numbers to multiply are only one digit 

long. 

 

Karatsuba algorithm uses divide and conquer approach 

where it breaks down the inputs into Most significant 

half and Least significant half. Karatsuba algorithm is 

best suited for operands of higher bit length [4]. 

For multiplication, break down the input into two such 

as xH and xL. 

 

Then apply following equations:  

daYYXXe

YXd

YXa

LHLH

LL

HH







))((

 

XY = a r
n
 + e r

n/2
 + d 

 Where, r = 10 

  n = bit size  

Example: 1234 x 4321 

Ans: 

 a = 12 x 43 

 d = 34 x 21 

 e = (12+34) (43+21) – a – d 

 = (46 x 64) – a – d 

Sub-problem: 1   a = 12 x 43 

     a1 = 1 x 4 = 4 

     d1 = 2 x 3 = 6 
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     e1 = (1+2) (4+3) – 4 – 6  

         = 11  

     X1Y1 =  (4 x 10
2
) + (11 x 10) + 6 

    = 516 

 

Sub-problem: 2   d = 34 x 21 

     a2 = 3 x 2 = 6 

     d2 = 4 x 1 = 4 

     e2 = (3+4) (2+1) – 6 – 4  

          = 11  

     X2Y2 =  (6 x 10
2
) + (11 x 10) + 4 

    = 714 

Sub-problem: 3       46 x 64 

     a3 = 4 x 6 = 24 

     d3 = 6 x 4 = 24 

     e3 = (4+6) (6+4) – 24 – 24  

          = 52  

     X3Y3 =  (24 x 10
2
) + (52 x 10) + 24 

    = 1714 

Ans:       

 a = 12 x 43 = 516 

 d = 34 x 21 = 714 

 e = (12+34) (43+21) – a – d 

 = (46 x 64) – a – d 

     =1714 –  516 – 714  

     = 484  

 

So,1234 x 4321  is,  

XY = (516 x 10
4
) + (484 x 10

2
) + 714  

       = 5332114  

 

The advantage of Karatsuba Algorithm is that it 

reduces number of multipliers by replacing them with 

adders.And its Disadvantage is that it is optimal if 

width of input is less than 16-bit. 

 

E. Vedic Multiplier 

Vedic Mathematics is a book written by the 

Indian monk Swami Bharati Krishna Tirtha and first 

published in 1965. It contains a list of mental 

calculation techniques claimed to be based on 

the Vedas. The mental calculation system mentioned 

in the book is also known by the same name or as 

"Vedic Maths". Its characterization as "Vedic" 

mathematics has been criticized by academics, who 

have also opposed its inclusion in the Indian school 

curriculum. Ancient mathematics has 16 different 

sutras, which are taken from Atharva Ved [3]. For 

multiplication, there are two sutras. First is Urdhva 

Tiryakbhyam sutra. Urdhva-Tiryagbhyam is one of the 

sutra from 16-Vedic sutras which performs the 

multiplication operation of two decimal numbers. 

Urdhva-Tiryagbhyam is the general formula applicable 

to all cases of multiplication of a large number by 

another large number. “Urdhva” means vertically and 

“Tiryagbhyam” means crosswise therefore it is also 

called as vertically and Crosswise Algorithm [3, 5]. It 

means “Vertical & Cross-wise”.  

 

 
Figure 4. Example of Vedic multiplier [5] 

 

The other one is Nikhilam Navatashcaramam Dashatah 

sutra. It means “All from 9 and last from 10”.The sutra 

basically means start from the left most digit and begin 

subtracting 9 from each of the digits; but subtract 10 

from the last digit [1]. 

 

Its advantage is that it has Minimum Delay. And its 

Disadvantage is that as number of bits increases, 

multiplication process becomes tedious.   

 

III. COMPARISON AND DISCUSSION 

 

Delay is very high in booth algorithm compared to 

other algorithms. Vedic multiplier has low delay in 

comparison with Array, Wallace and Karatsuba 

algorithm. Total Power consumption is very low in 

Vedic multiplier and in Booth algorithm total power is 

very high. Memory requirement is very high in booth 

algorithm and Wallace multiplier and low in Vedic 

multiplier. Vedic multiplier consumes very less 

number of LUTs for FPGA implementation. Wallace 

multiplier consumes higher number of LUTs. Thus, 

Vedic multiplier gives efficient performance for FPGA 

implementation. 

 

Comparison between above different algorithm is 

presented Table 1. 
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Table 1.Comparison Of Multiplier Algorithms For 16-

Bit Multiplication 

 Array  Wallac

e 

booth Karats

uba 

Vedi

c 

Delay 

(ns) 

 

High Moder

ate 

Very 

High 

Moder

ate 

Very 

Low 

Total 

Power  

High High Very 

High 

High Low 

Memo

ry (kb)  

Moder

ate 

Very 

High 

Very 

High 

High Very 

Low 

Num-

ber of 

LUTs 

Moder

ate 

Very 

High 

High Moder

ate 

Very 

Low 

 

IV. CONCLUSION 

 

This Paper presents different multiplier algorithms. 

From the comparison, Vedic multiplier is efficient 

among all the multiplication algorithms for 16-

bit.Vedic multiplier shows the improved speed among 

all multipliers and it also reduces the memory 

requirement of the system. Therefore, Vedic multiplier 

is efficient and can be used in the DSP applications 

and Generic processors for faster computations. 
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ABSTRACT 
 

Time and Trend has its own significance to build the technology smarter, better and easier to the end user. To the 

Better stretch of the Information Technology, the Innovation and renovation has changed computing approach to the 

next level. In this paper, we try to give the glimpse of the contextual virtual cloud storage in the public data 

distribution in terms of the Database in the virtualized Data Storage.  These days cloud storage become common, 

but having the constraint towards the technical advancement is the Security. If we consider behavioral aspect of the 

cloud storage, we will come across much aspect. Hence, In this one we have overcome the public protection in 

terms of the privacy towards the authorization of public audit, which we call it as the best to the trend of the 

acknowledgement based identification with the cryptographic model where ever the node to the parallel cloud 

distributed elastic stretchable environment with the high end cloud data center marinating the graphics of the flow 

triggering the security in the public Domain. Considering all the aspects ; the classical Database and these days 

database has its own advantage to make overcome the hindrance to make the scalability, performance , efficiency 

and at the end the security is the major which the no-sqlite like Cassandra can overcome.  

Keywords: Data storage, privacy preserving, Cloud database, Cassandra, confidentiality, encryption, adaptively, 

cost model 

 

I. INTRODUCTION 

Cloud Cover trusts the cloud platform. Clouds can attain 

suitable trustworthiness through trust management, 

replication, virtualization, and a variety of other 

technologies not typically available to mobile devices 

and other, stand-alone, cloud-assisted machines. Privacy 

preservation of computation results is beyond our scope. 

For such protection, we refer the reader to numerous 

related works on that subject, including Anonymous-

Cloud; secure multiparty computation, and differential 

privacy. Proof validation through checkpoint chaining 

engenders a natural trade-o between assurance and 

computational expense through spot-checking. A spot-

checking validated recomputed and checks each segment 

in the checkpoint chain with probability p. This reduces 

the total computation cost to a fraction p of the total, and 

detects erroneous computation results with probability p. 

This is necessary for the checkpoint equivalence. Cloud 

Cover therefore extends Java Continuation class with an 

equal’s method that compares two suspended program 

states for semantic equivalence. 

 
Figure 1. Illustration of the cloud server 
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Thus, clients may tune parameter p in accordance with 

their desired level of assurance and the expense of cloud 

computing time. Although Java supports suspension and 

resumption of computations via continuations, it does 

not support continuation equivalence-checking.  

 

II. RELATED WORK 

 

Cloud Cover proofs have the advantageous quality that 

the task of verifying them can be parallelized almost 

arbitrarily even when the original computation is not 

parallelizable. Thus, they derive maximal benefit from 

massively parallel architectures, like clouds. To 

demonstrate, we implement Cloud Cover for Hadoop 

Map Reduce , and use it validate non-parallelizable Java 

computations for message digest generation using SHA-

1 (National Institute of Standards and Technology, 1995) 

and MD5 cryptographic hash functions. Experimental 

results indicate that Cloud Cover scales extremely well, 

with the only practical limit to parallelization stemming 

from the fixed overhead of dispatching new mappers and 

reducers. The checker is deployed on a Hadoop (Apache, 

2013) cluster consisting of 6 Data Nodes and 1 Name 

Node. Node hardware is comprised of Intel Pentium IV 

2.40, 3.00GHz processors with 2{4GB of memory each, 

running unix operating systems.  

 
Figure 2. Data Center to Monitor the Data Flow 

 

Java was installed and configured on each Data Node in 

the Hadoop distributed environment, making it available 

to distributed jobs. We implemented a mechanism for 

reading and writing checkpoints for map in Hadoop in 

an appropriate file format for equality-checking with 

Java. LZO compression was applied to all Hadoop file 

transfers to minimize transfer and storage costs. For 

trusted and trusted components of Cloud Cover, we use 

standard desktop computers with configurations similar 

to the individual cloud nodes above.  For experiments, 

we select two non-parallelizable cryptographic. 

 

III. METHODOLOGY 

 

Technology has its own significance at the time when 

people having the extension for the more and more 

research and it’s from Abacus to today’s’ cloud 

Computing. In the context of revolution of technology 

and its great advantage to its social, behavioral and other 

technical aspect where we come across the best of the 

cloud to province the virtual global village as the global 

world. In order for an attack against Anonymous Cloud 

to succeed, the manager or master node (or both) must 

be malicious. Managers are the only principals that 

receive decrypt able access tokens or credentials, and all 

other communications involving pseudonyms and data 

are conducted via Tor circuits having the master node as 

the only un-trusted endpoint. Managers are separate 

from CPs and have a much smaller attack surface 

because they do not process customer-submitted 

computations. Our experiments therefore assume that 

managers are trusted, but that master nodes are always 

malicious. In addition, we assume that a percentage p of 

slave nodes are also malicious and collude with the 

malicious master node in an effort to violate privacy. 

Aside from verifying checkpoint chain segments in 

parallel, we additionally parallelized the checkpoint 

equality checking procedure in our implementation. 

Continuations are stacks that can be partitioned 

arbitrarily into sub-stacks that can all be checked in 

parallel for equivalence. We implemented this for Java 

by introducing a continuation compare method. During 

comparison, instead of equality-checking each pair of 

objects inside the checkpoints, a map can redirect them 

to other map by submitting new jobs in Hadoop. The 

advantage is that if any individual checkpoint-pair is 

extremely large (e.g., very large stacks), then the 

checkpoint equality-checking job can be parallelized to 

compensate. In our experiments, the stacks are not that 

large, so this feature went unexercised.  
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Figure 3. Architecture Design of the Secured Public Data in the Database of Cassandra 

 

 

Therefore, using this approach not only the security and 

privacy concerns of cloud consumers can be addressed 

more effectively, but also the burden of managing end-

users' identities and fine-granular access control will be 

reduced from cloud service providers. Unfortunately, all 

of these approaches require a significant redesign of 

most software. For example, typical Android apps are 

not easily modified to contain inextricable, secret 

computations or cryptographically verifiable 

compositions. Two states are equivalent if they consist 

of equal-length stacks whose corresponding slots contain 

equivalent values and objects. Deciding such semantic 

equivalence is non-trivial in general; for example, the 

states may contain objects with private fields to which 

the continuation object lacks access, or they may include 

fields whose values are semantically equivalent but non-

identical. Fortunately, all Java objects have their own 

equal’s methods, which encode an object-specific notion 

of semantic equivalence. 

 

3.1 Evaluation and Analysis 

As a result, few mainstream mobile computing devices 

have adopted these technologies. Moreover, many of 

these solutions rely on software obfuscation, which does 

not provide rigorous guarantees, since clever attackers 

can potentially reverse the obfuscation the sharp 

increase in communications overhead potentially invites 

denial-of-service attacks by customers who request 

unreasonably long circuits. Recall that master nodes can 

report computational expense information associated 

with anonymous jobs to managers by labeling it with the 

encrypted ownership data they received during 

authentication.   

 
Figure 4. Node with the Peak Value 

 

We therefore recommend incentivizing reasonable 

values of k by charging customers proportionally to the 

communications overhead incurred by their demanded 

level of privacy. This allows the master node to report 

the expense without knowing the identity of the 

customer. Managers may also want to impose a 

mandatory upper limit on k during authentication to 

further control congestion. 

 

IV. CONCLUSION AND FUTURE WORK 

 

Cloud computing is an emerging paradigm which its 

cost-effectiveness and edibility have given it a 

tremendous momentum. In this paper, we try to put 

forward the concept of the cloud in the aspect of the 

privacy preserving towards the public shared node data. 

It may lead to the extent of the cloud with the variant of 

the most suitable technological advancement of the 

recent solution. In the Public shared cloud computing 

where the data passed through the network which needs 

to be robust, secure and highly preserved in the sense no 

can cal replicate the data while reaching to the next node 
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of the cloud server? Hence, we can make the sense of 

the cloud for the further research oriented making the 

global world as the data can be se3cured in the cloud 

architectural designs model of the Data center. However, 

there are many security challenges that, if not addressed 

well, may impede its fast adoption and growth. This 

dissertation primarily addresses the problem of sharing, 

managing and controlling access to sensitive resources 

and services in an integrated cloud environment. The 

primary conclusion of our research is that adoption of 

user-centric security models and shifting certain parts of 

communication and computation to the client side 

allows us to provide the cloud consumers with more 

visibility and control over their resources.  
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ABSTRACT 
 

GANs are the most recent and exciting development in the field of generative models. Inspired by game theory, the 

system consists of two models which learn on its own. In this paper, the architecture of the models is explored along 

with its ideology. Research on application in GANs have shown improvement in various possible areas over the 

traditional models. Areas pertaining to image such as image filling, text to image are explored. Finally, the paper 

also discusses various open ended research areas that would help make GANs a more stable and optimal system. 

Keywords: GANs, Image Processing, Generative models 

 

I. INTRODUCTION 

 

Over the past few years, innumerable strides have been 

made in machine intelligence right from ELIZA to 

conquering jeopardy to beating the world's best player at 

chess and the most recent ones such as winning a game 

of GO and winning at DOTA. While we have excelled at 

various tasks of narrow domain, true human intelligence 

in terms of human characteristics such as empathy, 

creativity, spontaneity, context awareness and other such 

traits remain to be displayed yet. One of these 

characteristics, creativity, consists of generation of 

information, be it pictures or text or music. What makes 

us human is not the ability to calculate in our heads but 

the ability to understand context and respond. 

Generative algorithms have often been seen as the 

measure of 'understanding' that a machine has of the 

training data. Since they generate after learning from a 

set of information, if they generate correctly, they 

must've understood the information correctly as well. 

Hence, generation is seen as a measure of understanding 

of the system. They are used in generating texts, images, 

speech and to generate system behaviours or system 

states. It must be noted that GANs cannot be used for 

discrete data and hence applications with continuous 

data will be able to use GANs. 

 

Generative algorithms span a broad spectrum, from the 

Naïve Bayes to deep belief networks. The most recent 

addition to the existing toolset of Gaussian Mixture 

model, Hidden Markov models, Latent Dirichlet 

Allocation and Restricted Boltzmann machines are 

Generative Adversarial Networks or GANs. In 2014, Ian 

Goodfellow et al proposed a new model called 

Generative Adversarial Networks (GANs) in the paper 

presented at  NIPS.[1] Since then, they have been hailed 

as the next step in machine learning. 

 

GANs have often been favoured for unlike previous 

networks they fit to complex real life data very well. For 

example, the quality of the images they produce and the 

closeness of the image to the real image is superior to 

that achieved using existing systems. What makes GANs 

different is that the system is based on an approach 

which is a combination of game theory and supervised 

learning. On the other hand, Deep Belief network, a 

popular neural network based method for generation, is 

a complex one and is found to be difficult to scale due to 

its reliance on energy functions that involve large 

amounts of computations. GANs hence give us a new 

perspective to approach machine learning with. GANs 

also are a new concept because of their architecture 

which enables them to grasp the major characteristics of 

the system. The architecture is based on Game theory 

and is discussed in the next section. 

 

In this paper, the working of GANs is discussed in 

section 2. Section 3 explores various research work 
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where in GANs are applied in different tasks and in 

Section 4, the areas of GANs that require more work are 

discussed. 

II. THE WORKING OF GANS 

 

The architecture consists of two networks: one generator 

network and one discriminator network. The generator 

generates data that the discriminator guesses as either 

real or fake. The goal of the generator is to fool the 

discriminator into thinking the item it produced is the 

real one.  The goal of the discriminator is to not be 

fooled by fake generations. An analogy of a forger and 

an original painting can be used here, the forger first 

uses random colours and tries to create a piece similar to 

the painting. Then it keeps on editing the painting until it 

looks like the original painting but it isn't exactly the 

same. The goal of the forger is to fool the buyer into 

thinking that it is indeed an original painting. The 

buyer's job is to reject the painting if it doesn't look like 

the original one, the buyer is a trained expert and knows 

fake paintings from real ones. The generator is the forger 

and the buyer is the discriminator network. 

 

Both the generator and the discriminator can be 

multilayer perceptron or neural networks. Both the 

networks have back propagation enabled to learn better. 

Since the discriminator is trained to differentiate 

between real and fake. The discriminator maps from 

input space to [0,1] and is a binary classifier. 

  
Figure 1. GAN components and working 

 

Generator generates from random set with a pre-decided 

seed and from a predefined latent space. The key here is 

that the generator is trained after generating a sample not 

before. This way, the generator gets feedback on its 

generated input and can learn from it without wasting 

any chances of learning. The generated items are sent to 

a discriminator along with real samples and the 

discriminator either labels each image as real or fake. 

The feedback is then sent back to the generator network 

which learns via back propagation. 

 

This particular nature of two competing networks have 

made GANs to be powerful systems, various research 

approaches have portrayed their efficiency. In the 

coming section, we discuss various possible uses of 

GANs and the research papers that have portrayed their 

use. 

 

 

III.  APPLICATION AND ARCHITECTURE OF 

GANS 
 

Since they were first proposed in 2014, they have been 

experimented with and used for various real world 

scenarios. Variations of GANs involve using different 

types of networks and different combinations of 

networks. These variations are discussed below:  

 

Image to image translation[2] (Conditional 

GAN(cGAN)) 

This approach uses a conditional GAN for solving image 

translation problems such as translation of an image 

from a Black and white space to a RGB space. CGANs 

prove to be a successful approach as compared to other 

existing approaches and also successfully maintain the 

details in the picture. 

 

Another approach using a similar cGAN finds that 

cGANs are able to generate faces without overfitting the 

training dataset. It also proves that providing a 

conditional matrix to GAN does indeed improve 

performance. 

 

Image generation[3] (Recurrent GAN) 

This approach uses a recurrent GAN to show that an 

iterative convolutional neural net when trained to update 

features on a single canvas can generate images in 

general and not just images based on training images. 

 

Enhancing resolution in images[4] (SRGAN(GAN for 

image Super Resolution)) 

When producing high resolution images from low 

resolution ones, GANs have seen to surpass traditional 

methods. In particular they have been successful at 

maintaining the details even at scale which other 

methods would blur out. 
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Text to image synthesis[5], [6][7]: (DCGAN, 

STACKGAN) 

One approach uses a DCGAN which is conditioned on 

word embedding to generate images but finds that the 

images are recognizable and possess parts of the 

description when GANs are used with interpolation.  

 

In another approach called StackGAN, two stacked 

GANs have been used to generate images. The first layer 

consists of generation of basic features and components 

based on the description and the second layer of GAN 

then edits the image for resolution and details to make it 

more accurate. The approach has seen to generate more 

photo realistic details at a higher resolution with more 

accuracy and more diversity than at lower resolutions. 

Image filling[8] 

 

Adobe created a recent application using GANs where in 

the user draws a shape and the system fills in the 

possible textures and colours. Such applications would 

help introduce more functions and enhance current 

functions in image editing softwares. 

 

The applications of GANs are impressive but not 

without drawbacks. The drawbacks however present 

opportunities for making GANs more flexible and 

adaptable. In the next section, they are discussed with an 

aim to provide researchers a direction to work in and for 

implementers to be aware of the shortcomings of the 

system. 

 

IV.  OPEN ENDED RESEARCH AREAS IN GANS 

 

In the end however, it mustn’t be forgotten that these are 

mathematical approaches to generation that hope to 

arrive to a solution. Owing to this nature, there are some 

fundamental flaws such as drawing four eyes instead of 

two, lack of perspective and lack of 3D understanding. 

 

This happens mainly because the system doesn’t know 

the boundaries within which it can experiment. The 

system attempts to find which change is best suitable 

and closest to the original but in doing so it has no 

constraints other than the measures of similarity. It 

doesn’t know the properties of the very object it is 

changing. This can lead to discrepancies such as a cat 

with two faces or a cow with two bodies. In image 

related applications, as the dimensionality of the picture 

increases, so does the scope of error. For such a scenario, 

perhaps finding a way to store information about 

boundaries of experimentation will help train the system 

faster.  What this tells us is that the system does indeed 

learn the general representation of an object but fails to 

capture the characteristics of the object. 

 

Mode Collapse: An open ended research area is the 

tendency of the system to collapse, also called mode 

collapse. The system is a combination of two interacting 

entities. Feedback and input from each is pivotal to the 

survival of the other. In this situation, they might go on 

forever or failure of one might cause overall failure. 

 

Equilibrium: From the system's perspective, the system 

is designed to minimize the cost function of each the 

generator and the discriminator but it isn't designed to 

reach Nash Equilibrium which causes the system to keep 

going without reaching anywhere. Hence, convergence 

of the system is not guaranteed. Hence another open 

ended research area is algorithms that help a system 

reach equilibrium. 

 

Repetition: GANs often fall into a trap where in when 

one image is accepted by the discriminator i.e. manages 

to fool the discriminator, they either create the same 

image again and again or give minor variations of the 

image as output. This limits the diversity in the output 

and introduces inflexibility in the system. One proposed 

solution to this issue to training the data in minibatches. 

This has shown to reduce redundancy.[9] 

 

Evaluation metrics: As of now, there is a lack of proper 

evaluation metrics for GANs. The ones being used are 

nearest neighbour algorithm for measuring distance 

between the produced image/sample and the training set. 

Another proposed approach is battling two GANs to see 

which would win.[3]  

 

Hence, GANs are in their nascent stage and hold a lot of 

potential after implementation. Various improvements 

such as training in mini batches have been proposed in 

[9]. Solving the above mentioned problems will help 

make GANs more accessible for various other fields of 

implementation such as speech generation and real time 

image generation applications such as image editors and 

video editors. 
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V. CONCLUSION 

 

GANs produce quality outputs and provide a novel way 

to create generations similar to real world scenarios. 

Research is needed to make GANs more controllable 

and moldable. Apart from that, various problems 

mentioned above are areas where work can be done to 

provide a more usable result. GANs will be useful in 

image applications, spontaneous and realistic speech 

generation, cross field applications such as image to text, 

image description, image captioning etc. Image editing 

softwares could benefit largely from GANs. Yoshua 

Bengio has called GANs to be the most revolutionary 

technology in machine learning in the past decade. It is 

hoped that future work will bring a step closer in our 

attempt to embed human qualities such as creativity in 

the intelligence we build.  
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ABSTRACT 

Internet of Things (IoT) has been growing rapidly due to recent advancements in communications and sensor 

technologies. Interfacing an every object together through internet looks very difficult, but within a frame of time 

Internet of Things will drastically change our life. The enormous data captured by the Internet of Things (IoT) are 

considered of high business as well as social values and extracting hidden information from raw data, various data 

mining algorithm can be applied to IoT data. In this paper, We survey systematic review of various data mining 

models as well as its application in Internet of Thing (IoT) field along with its merits and demerits. At last, we 

discussed challenges in IoT. 

Keywords: Internet of Things, Data Mining, Machine Learning, Application of Data Mining 

 

I. INTRODUCTION 

 

The Internet of Things(IoT) refers to the type of the 

network which connect anything i.e. physical objects-

devices, buildings, vehicles and other items embedded 

with software, sensors and network connectivity based 

on stipulated protocols that enables these objects to 

collect and exchange data. In our daily lives, we have 

become more reliant on IoT with our wearable tech, 

appliances, our cars, how we receive health care. Due to 

Seamless integration of classical networks with IoT, it 

enables a great vision that all things can be easily 

monitored and controlled which results in to 

voluminous data. So, in order to make IoT more smarter, 

lots of data analysis is needed for which one of the most 

solution is data mining. Much research in recent years 

has focused on data mining in Internet of Things (IoT) 

which connects physical objects, person to person, 

person to machine or machine to machine via internet 

and manages information [11]. 

 

Data mining process refers to the process of 

semiautomatically analyzing large databases for pattern 

mining which are innovative, legitimate, useful and 

understandable which is also known as Knowledge 

Discovery in Databases (KDD). Data mining or KDD 

process includes problem formulation, data collection, 

data cleaning i.e. preprocessing, transformation, 

choosing mining task/method and result 

evaluation/visualization. Knowledge discovery is an 

iterative process. 

 

Data mining overlaps with other fields like statistics, 

machine learning, artificial intelligence, databases but 

mainly it focuses on automation of handling large 

heterogeneous data, algorithm and scalability of number 

of features and instances. 

 

As of late, an expanding number of rising applications 

manage countless sensor information in Internet of 

Things (IoT) due to a wide assortment of sensor gadgets 

on detecting layer. The extensive scaling of 

heterogeneous sensor creates a problem of data 
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handling which is one of key issue for the IoT 

framework application. Sensors in IoT applications 

sense the complicated environment and generates an 

enormous data that must be filtered and cleaned so that 

it can be interpreted and user will be provided with 

insights of the data collected in form of patterns [13]. 

Across various network infrastructures, IoT allows 

sensing of the objects and remotely access which in turn 

enables opportunities for a better integration between 

real and computerized world. It results into an improved 

effectiveness, exactness and better economic outcomes. 

Each query can be recognized exceptionally by the 

utilization of its installed registering framework, 

However these objects can interoperate inside the 

current infrastructure of the Internet. Assessments 

recommend that IoT will be an accumulation involving 

roughly 50 billion objects before the finish of 2020 [4]. 

The way toward finding and investigating helpful 

patterns in a large amount of information is what we 

refer it as Data Mining. Data mining can likewise be 

characterized as a sensible procedure that is used to 

investigate and look through extensive measure of 

enormous information so as to discover more valuable 

information in it. Till date the pattern finding 

procedures were not full fledge utilized and the 

information gathered was only an static accumulation of 

databases. But with the method of finding patterns in 

the information, more usage of the information is being 

acquired which settles on better choices for the 

advancement of the business or social aspect. 

 

Figure 1. Data Mining Integrated IoT Architecture [13] 

 

Figure 1 depicts clearly that, IoT gathers information 

from various sources, which may contain information 

for the IoT itself. KDD, when connected to IoT, will 

change over the information gathered by IoT into 

valuable data that would then be able to be changed 

over into learning. The information digging step is in 

charge of extracting designs from the yield of the 

information preparing step and after that encouraging 

them into the basic leadership step, which deals with 

changing its contribution to meaning information. It is 

essential to take note of that, every means of the KDD 

procedure may have a solid affect on the previous stage 

of mining. For instance, not all the traits of the 

information are valuable for mining; in this way, 

highlight determination is normally used to choose the 

key qualities from each record in the database for 

mining. The result is that information mining 

calculations may experience serious difficulties to 

discover valuable data (e.g., placing designs into 

suitable gatherings) if the chosen properties can’t 

completely speak to the qualities of the information. It 

is likewise vital to take note of that the information 

combination, substantial scale information, information 

transmission, and decentralized processing issues may 

strongerly affect the framework execution and benefit 

the nature of IoT than KDD or information mining 

calculations alone may have on the customary 

applications. The key contribution of this paper includes: 

 We explore the basic architecture of data 

mining assisted IoT. 

 We discuss variants of data mining models for 

the IoTs. 

 We survey various data mining application 

techniques used in IoT. 

 

The rest of the paper includes the following. Section II 

discusses variants of work done in IoT using data 

mining techniques. Section III includes framework 

design of various data mining model. Section IV 

highlights various IoT application domain while section 

V discusses key issues involved in data mining of IoT. 

At the last, we conclude the paper. 

 

II. RELATED WORKS 

 

Since Internet of Things is a completely new concept, 

researches are still at the initial stage. Right now, there 

are few works regarding data mining in the IoT. 

Following are some of the work trending in this domain. 

Masciari [6] investigated mining in RFID data stream. 

Which tracks moving data made by different gadgets of 

IoT i.e. RFID sensor network, GPS gadgets, satellites 

and so on. Hector Gonzalez [5] proposed a model 
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utilizing which RFID data can be collected, which thus 

protect changes in it along with compression and path-

dependent aggregation. Xiaolei Li [7] come up with a 

new system known as ROAM, which identify 

inconsistency in moving objects. SpatioTemporal 

Sensor Graphs (STSG) proposed by Betsy George [10] 

is used to model and mine sensor data. It can discover 

inconsistent patterns, incorporated areas at each time 

interim, and even hubs eligible to be future hotspot. Jae-

Gil Lee [8] gave a new classification to track path 

followed by an object named TraClass using trajectory-

based clustering and hierarchical region. Discovery of a 

knowledge from sensor data. Joydeep Ghosh [9] put 

forward a universal probabilistic system that permits 

supervised learning under computational/power/memory 

limitations. In the domain of data mining, a few broad 

organizations like Yahoo, Facebook, and Twitter pick 

up and supply attempts to open source ventures said by 

author in [10]. 

 

In [13], author proposed a design for high-performance 

data mining module of KDD for IoT with the three key 

considerations i.e. choosing objective, characteristics of 

data, and mining algorithm. Objective: The relevant 

mining techniques needs to be decided for the issue to 

be settled by the KDD. The suppositions, restrictions, 

and estimations of the issue should be determined first 

in order to accurately characterize the issue to be 

comprehended. With this data, the goal of the issue can 

be influenced precious stone to clear. Data: Another 

imperative worry of data mining is the characteristics of 

data, for example, size, distribution, and representation. 

Distinctive data typically should be processed in a 

different way. In spite of the fact that data originating 

from various issues might be alike, they may must be 

investigated distinctively if the implications of them are 

unique. Mining algorithm: Having above two 

parameters decided accurately, determining and 

selecting a data mining algorithm that suits to 

accomplish users task is very much easier task. In [13], 

author discussed three parameters which are very 

important to decide whether to develop new data mining 

algorithm or to use already designed algorithms. For an 

example, considering a scenario if we come to a 

derivation, that size and complexity of data that is 

needed to be processed is very high that are beyond 

available system capabilities to process and no other 

options or techniques are available to reduce size and 

complexity of data then it is supposed to be solved using 

novel mining algorithm. 

 

III. VARIANTS OF DATA MINING MODEL FOR THE 

IoT 

 

A.  Multi-Layer Data Mining Model 

As shown in Figure 2, model is partitioned into four 

layers namely information gathering layer, information 

administration layer, event processing layer and 

information mining service layer. Among them, 

information accumulation layer embraces devices , e.g. 

RFID sinks/readers and so forth., to gather intelligent 

information from different objects such as RFID stream 

information, GPS information, satellite information, 

positional information and sensor information and so on. 

Extraordinary sort of information requires distinctive 

information storage methodology. In the procedure of 

information collection, a progression of issues, e.g., 

vitality output, fault tolerance, data preprocessing, 

communications and so forth., ought to be very much 

explained [6]. Information i.e. data management layer 

focuses in centralized or disseminated database or 

information stockroom i.e. data warehouse to oversee 

gathered information. 

 

An Event is a combination that joins information, time 

and different variables, so it gives an abnormal state 

component to information handling of IoT. An Event 

handling layer is utilized to investigate an events in IoT 

viably. Hence, it enables querying or investigation based 

on an event at this layer [10]. 
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Figure 2. Multi Layer Model [1]. 

 

At that point, aggregation, sorting out and break down 

of information as per event can be done. Information 

mining administration layer is constructed in light of 

information administration and event handling. 

Different protest based or on the other hand 

management of event based information mining i.e. 

clustering, grouping, classification, forecasting, noise 

detection and mining of patterns, are provided for 

applications, e.g., SCM, inventory management and an 

optimization etc. The design of this layer is service-

oriented. 

 

B.  Distributed data mining model 

Comparing to traditional information which is raw in 

nature, Information in IoT has its own attributes. For 

instance, the information in IoT is dependably mass, 

appropriated, timerelated and position-related. At the 

same time, the information wellsprings of IoT are 

heterogeneous, and the assets of nodes are restricted. 

These attributes bring a few issues to unified 

information mining design. At initially, mass 

information of IoT is put away in distinctive locales. 

Consequently, it is troublesome for us to mine conveyed 

information by concentrated engineering. Furthermore, 

information in IoT is mass and needs preprocessing 

continuously. 

 

For the thought of information security, information 

protection, adaptation to internal failure, business rivalry, 

legitimate requirements and different elements, the 

technique of assembling every pertinent datum is 

regularly not doable. In addition, the assets of nodes are 

restricted. The technique of transfering all information 

to central nodes does not enhance the utilization of 

vitality expensive transmissions. In most cases, the 

central node needn’t bother with all information, yet a 

few evaluations of parameters. Hence, we can 

preprocess the raw information in the appropriated 

distributed node, and afterward send the fundamental 

information to the recipient. 

 

Appropriated information digging model for IoT isn’t 

just capable to take care of the issues brought by 

distributed capacity of nodes, but also decomposes 

problem complexity. In this way, the necessity of elite 

performance, high storage computing and processing 

power is decreased. In this model, the global control 

node is the center of the entire information mining 

framework. It picks the information mining calculation 

and the informational collections for mining, and 

afterward explores to the sub-nodes containing these 

informational collections. The sub-nodes get the raw 

information from different savvy objects. These raw 

information is supplied as an input to data filteration for 

preprocessing and then data abstraction and data 

compression, and finally, it get stored in the local data 

warehouse. Event separation, recognition and data 

mining at local nodes results into local models. Global 

models are the result of aggregation of local models are 

aggregated Subnodess trade protest information, process 

information and learning with each other. The entire 

procedure is restricted by the multi-agent based 

collaborative management module which is depicted in 

figure 3. 
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Figure 3. Distributed data mining model [1]. 

 

IV. APPLICATIONS 

 

There are wide variety of application of data mining in 

Internet of Things. In [13] author suggested predicting 

user’s preferences, nature and reaction to some situation, 

Object identification using different already available 

images of that object [13]. Video based classification 

where different scenarios and objects are identified, read 

facial expression of any person using already available 

devices like camera, microphone, etc, can also be done 

as suggested by author in [13]. Three-dimensional 

emotion model is used to identify human’s emotions 

where a machine will have a very large data about a 

person different feeling and emotions that person posses 

while being in different situation and then deriving some 

patterns and conclude that persons emotions in 

particular given situation, Tracking movement of things 

sensing sound effects like human steps sound, door 

clapping, phone ringing, glass breaking [13]. 

 

Temperature, weather, wind speed, humidity prediction 

from previous data which may be very helpful to users 

like farmers or tourists before deciding their plans 

[2][16]. Also, Agriculture based on IoT, Cloud 

computing considered to be a great agricultural 

transformation [15]. Healthcare is booming domain for 

application of data mining using IoT devices and one 

can detect many deadly diseases in very early stage 

where getting rid of such disease is possible. Growth of 

disease in certain areas can be predicted using these 

techniques [13]. In academia domain, determining hot 

demanded areas according to student and market is 

easily achievable using data mining along with IoT 

devices [12]. Suggestions to deploy more public 

transport services in certain locations also can be 

evaluated using the data from IoT devices. Making 

prediction of usage of milk, grains, fruits, etc edible 

things in upcoming week or month or year can be 

derived from smart home IoT devices [3]. 

 

Utilization of IoT to gather information, which will be 

examined to get data valuable for basic leadership to 

enhance the web programs in Higher Education 

Institutions (HEIs) [5]. Many applications related to IoT 

essentially and implicitly consider occurrence of 

episodes (and events) with spatio-temporal constraints 

so as to initiate any further processing actions [9]. 

 

V. KEY ISSUES IN DATA MINING OF IOT 

 

There are various issues involved in data mining in 

Internet of Things: 

 

A. Efficiency in data gathering 

Energy efficiency, scalability and fault tolerance should 

be taken into consideration when data is to be collected 

from distributed sensor networks [14] 

 

 

 

B. Data abstraction and aggregation 

Managing massive data generated from IoT is a 

challenging task. Efficient mechanism should be 

adopted for data deduplication. 

 

C. Distributed data processing and mining 

Due to nodes’  constraints, paradigm shift is needed for 

prior level preprocessing of the data at each distributed 

nodes and an aggregated information is to be sent to 

sink node in order to optimize energy usage instead of 

sending all distributed data to server for processing. 

 

D. Data mining towards the next age of Internet 

In an upcoming generations of Internet, latest trends and 

technologies like ubiquitous computing, semantic web, 

IPv6 technologies are going to be integrated with IoT. 

This will give rise to challenges for Data Mining due to 

heterogeneous unstructure data [8]. 

 

VI. CONCLUSION 

 

As a vital improvement of the next age of Internet, the 

Internet of Things pulls in numerous considerations by 

industry world and scholarly circles. IoT information 

has numerous qualities, for example, distributed storage, 

mass temporal and spatial related information, and 

constrained assets of nodes and so forth. These makes 

the issue of information mining in IoT turn into a test 

assignment. 
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ABSTRACT 

 

Internet of Things (IoT) connects sensing devices to the Internet for the purpose of exchanging information.The 

Internet of Things (IoT) shall be able to incorpo-rate transparently and seamlessly a large number of different and 

heterogeneous end systems,hence the security is most important factor of this system as the system will be useful in 

healthcare, industry etc. in this paper we are going to provide information about security and cryptographic 

algorithm that are best suited for IOT. 

Keywords:    

 

I. INTRODUCTION 

 

The Internet of Things(IOT) is a interconnected physical 

devices through internet. physical devices include 

car,machine,person smartphone and other items 

embedded with electronics , sensor, actuators,software 

and network connectivity on it. signals are collected by 

the sensor and transmitted to the network. 

 

1.1 Architecture of  IOT  

From the perspective of architecture, the Internet of things can 

be generally divided into three layers, namely perception 

layer, network layer, and application layer. The perception 

layer transforms the information of things to the readable 

digital signals via RFID, sensors, etc. 

 

On the other hand, the network layer transmits these digital 

signals to corresponding platforms via a connected network. 

In the end, the application layer unscrambles and applies 

digital signals through corresponding software. 

 

Application layer provide end- to end communication between 

node.as shown in the figure 1. 

 

Figure 1. Architecture of  IOT [16,17] 

1.2 Need Of Security in IOT 

Among these three layers, security is a problem to ensure 

signal is corrected collected, transmitted, and interpreted by 

the applications. Both the ordinary nodes and sink nodes are 

vulnerable to a variety of security attacks, such as denial of 

service attacks, or illegal control and failure. These attacks 

could compromise the sensitive information and result in 

malfunctions.  

 

1.3 Types Of Attack on IOT  

 

 Physical Attacks 

 Side Channel attacks 

 Cryptanalysis attacks 

 Software Attacks 

 Network Attacks 

 

II. CRYPTOGRAPHIC ALGORITHM 
 

There are various cryptographic algorithm available based on 

key distribution conventional cryptography is referred to as 

Conventional cryptography is referred to as symmetric  

encryption or single key encryption. Same key is used for 

encryption and decryption. This means that the encryption key 

is equal to the decryption key. Figure represents the simplified 

model for conversional encryption technique. In general, there 

are two types of the symmetric ciphers, namely, stream 

ciphers and block ciphers. 
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Figure 2. Symmetric Encryption Technique [1] 

 

III. PROPOSED METHODS 
 

AES-GCM 

In the AES-GCM, only the AES encryption is utilized 

with the input and the output blocks of 128 bits. 

However, based on the security requirements, the key 

size could be determined as AES-128 (with 10 rounds), 

AES-192 (with 12 rounds), or AES-256 (with 14 rounds) 

[1]. In the AES encryption, all the rounds except for the 

last round have four transformations of SubBytes, 

ShiftRows, MixColumns, and AddRoundKey. For the 

last round, MixColumns is eliminated and only three 

transformations of SubBytes, ShiftRows, and 

AddRoundKey are used. 

 

The transformation SubBytes (S-boxes) is implemented 

by 16 S-boxes. In the S-box, each byte of the input state 

is substituted by a new byte. In ShiftRows, the first row 

of the state remains intact and the four bytes of the last 

three rows of the input state are cyclically shifted. In the 

MixColumns transformation, each column is modified 

individually and in the final transformation, 

AddRoundKey, modulo-2 addition of the input state and 

the key of the corresponding round is performed [1]. 

 

Figure 3. The GCM Authenticated Encryption Data 

Flow 

        

 

NTRU : 

NTRU (N-th degree Truncated polynomial Ring  Unit) 

is an open source and patented public-key cryptosystem 

which uses lattice-based cryptography for encryption 

and decryption of files. The two keys used in this 

algorithm are: public key and private key. The key is 

used for the encryption is Public Key or to verify the 

digital signature but private key is used for decryption or 

to create digital signature 

 

The Combination of AES-GCM, and NTRU will be 

used. it provides nonce misuse resistance, security over 

256 bits and parallelizability. Stream ciphers take the 

plaintext as streams of characters with size of 1 bit or n-

bit word. In cipher, the plaintext is encrypted (and 

decrypted) one character at a time. According to Alfred 

et al. [18], stream ciphers are used in real-time 

applications such as pay TV and communications. This 

is because they are able to run in high speed. 

 

 Figure 4. Proposed System Encryption Process. 

 

Randomly generated Sequence has been applied to 

Symmetric algorithm AES and it will generate the public 

key, so the benefit of symmetric encryption has been 

achieved,the limitations of symmetric encryption has 

been overcome by encrypting the message with public 

key with NTRU algorithm. 

 
Figure 5. Proposed System for Decryption Process 

ecryption Process. 
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Encrypted message has been sent along with hash code 

to the receiver, the receiver will receive the message and 

first verify it by hash function output of hash function is 

the hash code in my proposed system hash code will be 

generated using sha-256, which is a non reversible 

function,if the verification function ouput is matched 

with the received code then decryption will be 

performed ,but if the verification output does not match 

withh received code then notification has been sent to 

the receiver.Decryption process is done with NTRU 

public key cryptographic algorithm and with private key 

of the user.  

 

Table 1. Speed Time Of Han In Comparision With Two 

Other Encryption Algorithms 

The Total Speed time of HAN in comparison with 

two other Encryption Algorithms 

Algorithm HAN AES RSA 

Period of time for 

implementing 

Whole algorithm 

per second 0,321081 2.718182 2.35072 

 

 

 

 
 

IV. CONCLUSION 

 

The Table 1 represents the speed of various algorithm 

according to that hybrid encryption algorithm will 

provide better and faster result. The proposed system 

will be capable enough to provide parallelizability, 

efficiency in security with authentication and 

confidentiality.  

 

Table 2 represents the implementation time of various 

algorithm including hybrid encryption algorithm.which 

shows with digital signature also the proposed system 

generates good result. 

 

Advantages of Proposed System:  

 More efficient encryption and decryption  in both 

hardware and software implementations;-  

 much faster key generation allowing the use of 

“disposable" keys (because keys are 

computationally “cheap" to create).low memory 

use allows it to use in applications such as IOT 

Device. 

 Here the combination of symmetric AES GCM 

and NTRU asymmetric algorithm is used, so the 

benefit of security and faster performance id 

achieved. 

 AES-GCM is Authenticated Encryption 

algorithm,by using this we can reduce the time to 

create digital signature separately.  
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ABSTRACT 
 

Indian education system is one of the largest education systems in the world which comprise of Universities, 

Colleges, Technical Institutions, Institutions of National importance etc. Choosing the right Institution for the 

academic activity is always a challenging job. Competition between Universities, emerging of new Institutions with 

adequate infrastructure etc. makes difficulty to select the desired Institution in county. As many ranking agencies are 

available in other countries to rank various Institutions, India Rankings is an initiative of MHRD (Government of 

India) to rank the educational institutions in the country. This article is exploring the different agencies of the 

ranking model and their parameters. It also covers that assessment / evaluation of decisive parameters using 

algorithm (decision theory approach) because weightage of same parameters in different ranking model are 

different. It tends towards global ranking using common weightage across all countries and their ranking agencies.  

Keywords: Ranking System, University Ranking, Ranking Parameters, Higher Education Ranking, India Ranking, 

National Institutional Ranking Framework (NIRF), Times Higher Education (THE), Quacquarelli Symonds (QS), 

Academic Ranking of World Universities (ARWU) 

 

I. INTRODUCTION 

 

Albert Einstein told “Not Everything that counts can be 

measured. Not everything that can be measured counts”. 

Why Rank Institutes? To serve as a guide to students for 

the selection of universities based on set of criteria. To 

help universities to improve their research performance 

and its quality (major criteria is used in all rankings).To 

help the universities to identify areas of improvement 

and to become better at education students and 

conducting research. To help industry and employers to 

target specific students programmes and projects for 

hiring and research. To provide a stable formula or 

frame work for ranking Indian Universities. To achieve 

the higher ranks in global ranking. 

 

 

 

A. World Ranking of Universities 

The three longest established World Rankings are those 

produced by Shanghai ranking consultancy (the 

Academic Ranking of World Universities- ARWU), 

Times Higher Education (THE) and Quacquarelli 

Symonds (QS). All of these, along with other world 

rankings, primarily measure the Research performance 

of universities rather than their teaching. 

 

 

Figure 1: World Ranking Systems of Universities 
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B. Parameters and Weightage of Global Ranking 

Systems 

1)  Academic Ranking of World Universities (ARWU): 

ARWU was first published in June 2003 by the 

Centre for World Class Universities (CWCU), 

Institute of Higher Education of Shanghai Jiao Tong 

University, China, and updated on an annual basis. 

Since 2009 ARWU has been published and 

copyrighted by Shanghai Ranking Consultancy. 

ARWU also known as Shanghai Ranking. The 

ranking considers all the institution with the fields’ 

medallist, highly citied researches, and papers 

published and paper indexed. 

 

Figure 2 : ARWU Parameters with their Weightage 

2)  Times Higher Education (THE): THE world 

university ranking lists the top universities in the 

world. Their core missions are teaching, knowledge 

transfer and international outlook. The Times 

Higher Education world university rankings, 

founded in 2004, provide the definitive list of the 

world’s best universities. THE splits from its 

original partner Quacquarelli Symonds (QS) in 

2009. 

 

Figure 3: THE Parameters with their Weightage 

3)  Quacquarelli Symonds (QS): QS world university 

ranking is a ranking of the world’s top 500 

universities by QS since 2004. QS Rankings were 

originally published in collaboration with Times 

Higher Education, and were known as the THE-QS 

World University Rankings. QS assumed sole 

publication of existing methodology and Times 

Higher Education split in order to create a new 

ranking methodology in 2010, which became the 

THE World University Rankings. 

 

Figure 4: QS Parameters with their Weightage 

C. Parameters and Weightage of India Rankings  

The NIRF provides for ranking of institutions in five 

broad generic parameters, namely: a) Teaching, 

Learning and Resources; b) Research, Consulting and 

Collaborative Performance; c) Graduation Outcomes; d) 

Outreach and Inclusivity; and e) Perception. 

 

Figure 5: NIRF Parameters with their Weightage 

 

II. METHODOLOGY 
 

The global and national ranking systems follow different 

parameters for ranking universities. These different 

parameters are assigned with some weightages. The 
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differences in weightage for each and every parameters 

of different ranking systems produce different outputs 

from each other. To find out balance between distinct 

weightages we have applied the average approach 

(without using probabilities) of decision making theory. 

Here, we have considering three parameters a.) 

Teaching-Learning b.) Research Practice and c.) 

International Outlook and use the existing global and 

national ranking systems weightages. To find out 

balance weightage for parameters, we have applied 

following algorithm by using average approach.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Here, W3 is the Parameters Weightages. 

 

III. RESULTS 

 

Following Figure shows the weightage comparisons of 

selected parameters of various ranking systems with our 

calculated weightage outputs. It shows the balanced 

weightage among all the ranking model. 

 

 

Figure 6: Correlation Chart for weightage of parameters 

from various ranking systems and our calculated 

outcomes 

IV.CONCLUSION 

 
The higher education in India is need of infusion of 

quality and clarity in its approach towards building 

world class universities in the Indian context and the 

environment. New benchmarks of quality need to be 

defined and put in place to help overall system to move 

up on the quality spectrum. Research assessment and 

national ranking of Indian universities can play an 

important role in improving performance and quality of 

academic institutions. One more aspect which is very 

much important in global scenario i.e. common ranking 

across globe need common weightage. Moreover, web 

tool need to be evolved to display ranking on the basis 

of different ranking agencies and their parameters. 
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Calculate average of specific parameter 

weightages from four selected ranking 

systems (NIRF, THE, QS, ARWU). It is 

denoted as Avg (W1). 

 

 

 

 

 

 

 

 

Find the total values for the specific 

parameter from the selected ranking 

systems. It is represented as Sum (W1) 

 

W2 = Avg (W1) * Sum (W1) 

 

Calculate Count(X). Count the number of 

ranking systems that uses same criteria 

W(X) = 0.1 * Count(X) (Alpha = 0.1) 

W3 (Final Weightage) = W2 / W(X) 
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ABSTRACT 
 

Online shopping is a current wonder in the field of E-Business and is unquestionably going to be the eventual fate of 

shopping in the world. The vast majority of the organizations are running their online portals to offer their 

product/services online. In spite of the fact that internet shopping is exceptionally normal outside India, its 

development in Indian Market, which is a vast and vital buyer showcase, is still not in accordance with the 

worldwide market. The potential development of online shopping has set off directing a study on online shopping in 

India. The primary objective of the current study is to understand the behavior of Indian online consumer and find 

out opinion about online shopping to identifying what many factors Indian online consumer takes into consideration 

when purchasing products online. The data was collected through Questionnaires. Sample sizes of 1014 respondents 

are taken for the collection of the data.  In this paper authors try to find the impact of demographic factor Gender 

and occupation on various payment method pick by Indian consumer. Authors apply Analysis of Variance 

(ANOVA) method to test hypothesis. Tool used to do analysis was SPSS. From the results of analysis authors 

conclude that the demographic factor does impact on payment method pick by consumer in India at 99% 

significance. 

Keywords: Online Shopping, Survey, Analysis, Customer Behavior 

 

I. INTRODUCTION 

 

Online shopping is the process whereby consumers 

directly buy goods or services from a seller in real-time, 

without an intermediary service, over the Internet. It is a 

form of electronic commerce. Nothing is predictable in 

India except change. Currently the retail industry in 

India is accelerating. India is excited to grow to be a 

most important player in the retail market. Also India 

with a high on cross culture factor, it allows different 

companies bringing in variety of products Targeting 

different consumer segments [4]. According to the 

Global Retail Development Index 2016, India ranks 

second among the top 30 emerging markets for retail [2]. 

The implementation and introduction of internet 

technologies has created new market for manufacturers 

and service providers it also has provided new arena for 

innovative marketing strategies by the professionals. 

There are different reasons of moving the customers 

purchasing pattern towards online retail shops. The other 

prominent names for web based shopping are e-shop, 

web shop, and web-store and so on. These days‟ Mobile 

commerce is also one of the mainstream methods for 

shopping. The facilities of various discount scheme and 

coupon are also fascinating the customers in online 

shopping. From the past few years, online shopping is 

the prevalent way of doing dealings in the field of E-

Business and is unquestionably going to be the future of 

shopping in the human race [5]. Because of wide 

communication network e-commerce has become the 

new mediator between the companies/manufacturers and 

their customers. The boost in use of internet by the 

customers in younger age bracket in India has given a 

promising viewpoint to online retailers. Earlier the 
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Indian customers were more attracted towards electronic 

devices and cell phones for online shopping but now the 

products like lifestyle, watches, apparels, perfumes, and 

beauty products are also in high demand through the 

medium of online shopping. The market is also 

developing for books, jewellery, home appliances and 

kitchen appliances etc. 

 

II. LITERATURE REVIEW 

 

Sultan and Henrichs (2012) [6] in his study concluded 

that the consumer‟s willingness to and preference for 

adopting the Internet as his or her shopping medium was 

also positively related to income, household size, and 

innovativeness. Vijay, Sai. T. &Balaji, M. S. (May 2012) 

[7], revealed that Consumers, all over the world, are 

increasingly shifting from the crowded stores to the one-

click online shopping format. However, in spite of the 

convenience offered, online shopping is far from being 

the most preferred form of shopping in India. A survey 

among 150 internet users, including both users and non-

users of online shopping, was carried out to understand 

why some purchase online while others do not. The 

results suggested that convenience and saving of time 

drive Indian consumers to shop online; while security 

and privacy concerns dissuade them from doing so. 

The work of Kim and Park (2005) [8] using U.S. 

samples suggests that their positive attitudes as well as 

willingness to search for pre-purchase information leads 

to a strong likelihood that they will buy online. Online 

shoppers are required to have computer skills in order to 

use the Internet for shopping. Hence, those who are not 

comfortable with using the computer, will likely do their 

shopping at the traditional store, modern shop, or 

discount store because it will be faster shopping there 

than in the Internet shop[9][10].  

Maignan and Lukas‟s research (1997) and Rowley (2000) 

studied that the financial risks had been cited as a main 

reason to stop internet shopping and security had 

become a major concern both in online transaction 

relationships. 

Researcher examines the relationship among 

demographics, personal characteristics, and attitudes 

towards online shopping. These authors find that people 

who have a more wired lifestyle. And who are more 

time constrained tends to buy online more frequently, 

i.e., those who use the Internet as a routine tool and/or 

those who are more time starved prefer shopping on the 

Internet [1][3]. There are various statistical methods like 

Chi-square test, ANOVA (one way and two way) and 

correlation, used to find the association or impact of one 

parameter on other [11][12]. 

 

III. RESEARCH HYPTHESIS 

 

H1: Demographic Factors of Indian consumer 

Significantly impact the payment method 

picked by consumer in online shopping 

H1.1 Gender of Indian consumer significantly impact 

the * payment method. 

H1.2 Occupation of Indian consumer significantly 

impact * payment method 

*- credit card, debit card, net banking, cash on 

delivery, E-wallets. 
 

IV. DISCREPTION OF SURVEY 

A. Method of Data collection 

For primary data collection author used online data 

collection method; Google forms.  

A. Sample size 

Sample size used for this study is 1014. As the scope of 

study is limited to only one city of Gujarat, India, This 

sample size is appropriate for study. 

B. Nature of questionnaire 

To fulfil the objectives of study various multiple choice 

questions was used in the questionnaire.  The 

complexity of questions is defined as per targeted users 

education and willingness to submit response properly. 

C. Tools & technique used for study 

In data analysis and interpretation method of 

“Descriptive Statistics” is used to analyse the data with 

the help SPSS (Statistical Package for the Social Science) 

Tool. The technique used to analyse data is one way 

analysis of variance (ANOVA). 

 

V. FINDINGS OF SURVEY  

 

The following tables has broadly analysed for the survey 

questions. The data collected has given some interesting 

findings. It has provided the information about the 

buying behaviour of the consumers through online mode. 

Questionnaire designed in manner to collect data of 

customer perspective for online shopping. The findings 
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can be useful for taking strategic marketing decisions to 

capture the huge Indian retail market. 

 

TABLE 1. CROSS TABULATION OF GENDER AND AGE 

 

Gender  * Age Cross tabulation 

Count 

  Age Total 

Belo

w 18 

18-

25 

26-

30 

31-

50 

Abov

e 50 

Gend

er 

Male 16 85 227 174 5 507 

Fema

le 

4 71 197 228 7 507 

Total 20 15

6 

424 402 12 1014 

 

1)  Cross Tabulation is representing that in male 

there are 5 age groups in which below 18 there 

are 16 males, 18-25 age group there are 85 

males, 26-30 age group there are 227 males, 31-

50 age group there are 174 males and above 50 

there are 5 males so total numbers of male is 

507. 

2)  Cross Tabulation is representing that in female 

there are 5 age groups in which below 18 there 

are 4 females, 18-25 age group there are 71 

Cross Tabulation is representing that in female 

there are 5 age groups in which below 18 there 

are 4 females, 18-25 age group there are 71. 

 

TABLE 3. CROSS TABULATION OF OCCUPATION AND 

FREQUENCY OF PURCHASE  

 

Occupation * How frequently do you purchase 

products online?  Cross tabulation 

Count 

  How frequently do you 

purchase products online? 

Tota

l 

Weekl

y 

Monthl

y 

Yearl

y 

Occu

pation 

Unempl

oyed 

31 39 49 119 

Employ

ed 

46 673 32 751 

Self-

Employ

ed 

24 96 24 144 

Total 101 808 105 1014 
 

1)  Cross Tabulation of occupation and frequency 

of purchase indicates that the 31 weekly 

purchases, 39 monthly purchases and 49 yearly 

purchases were totally 119 purchase frequencies 

by unemployed people.  

2)  Cross Tabulation of occupation and frequency 

of purchase is indicating that the 46 weekly 

purchases, 673 monthly purchases and 32 yearly 

purchases were totally 751 purchase frequencies 

by employed people. 

3)  Cross Tabulation of occupation and frequency 

of purchase is indicating that the 24 weekly 

purchases, 96 monthly purchases and 24 yearly 

purchases where totally 114 purchase frequency 

by self-employed people. 

TABLE 3.  SHOPPING ON INTERNET SAVES TIME 

I think shopping on internet saves time 

  Frequency Percent Cumulative 

Percent 

Valid Strongly 

Disagree 

13 1.3 1.3 

Disagree 18 1.8 3.1 

Neither 

Agree 

Nor 

Disagree 

38 3.7 6.8 

Agree 114 11.2 18.0 

Strongly 

Agree 

831 82.0 100.0 

Total 1014 100.0   
 

Shopping on internet save time was strongly agreed by 

831 members out of 1014, it is equivalent to 82.0% of 

sample size. 

TABLE 4.  MORE DIFFICULT TO SHOP ON THE INTERNET 

It is more difficult to shop on the internet 

  Frequency Percent Cumulative 

Percent 

Valid Strongly 

Disagree 

48 4.7 4.7 

Disagree 752 74.2 78.9 

Neither 

Agree 

Nor 

Disagree 

102 10.1 89.0 

Agree 52 5.1 94.1 

Strongly 

Agree 

60 5.9 100.0 

Total 1014 100.0   

 

Shopping is more difficult on internet were disagree by 

752 members out of 1014; it is equivalent to 74.2% of 

sample size. 
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TABLE 5. PRICES ARE LOWER THAN ACTUAL PRICE 

 

I will prefer online shopping only if online prices are 

lower than actual price 

  Frequency Percent Cumulative 

Percent 

Valid Strongly 

Disagree 

28 2.8 2.8 

Disagree 353 34.8 37.6 

Neither 

Agree 

Nor 

Disagree 

52 5.1 42.7 

Agree 422 41.6 84.3 

Strongly 

Agree 

159 15.7 100.0 

Total 1014 100.0   

 

Online prices are lower than actual price were agreed by 

422 members out of 1014, it is equivalent to 41.6% of 

sample size. 
 

TABLE 6. PAYING IN ADVANCE 

 

I do not mind paying in advance for the products on 

the internet 

  Frequency Percent Cumulative 

Percent 

Valid Strongly 

Disagree 

37 3.6 3.6 

Disagree 79 7.8 11.4 

Neither 

Agree 

Nor 

Disagree 

67 6.6 18.0 

Agree 72 7.1 25.1 

Strongly 

Agree 

759 74.9 100.0 

Total 1014 100.0   

 

I do not mind paying in advance for the products were 

strongly agreed by 759 members out of 1014; it is 

equivalent to 74.9% of sample size. 

 

 
 

Figure 1. Payment Mode 

 

From Figure 2 we highlight the following points:  

 

1) 80.2% of sample size on online shopping out of 

1014 members, 813 members were using credit 

card for payment. 

2) 85.0% of sample size on online shopping out of 

1014 members, 862 members were using debit 

Card for payment. 

3) 17.9% of sample size on online shopping out of 

1014 members, 181 members were using net 

banking for payment. 

4) 91.4% of sample size on online shopping out of 

1014 members, 927 members were using cash 

on delivery for payment. 

5) 15.4% of sample size on online shopping out of 

1014 members, 156 members were using e-

wallets for payment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 (15.4%) 

 (91.4%) 

 (17.9%) 

 (85.0%) 

 (80.2%) 

0 200 400 600 800 1000

E-Wallets

Cash on Delivery

Net Banking

Debit Card

Credit Card

Payment Mode 



International Journal of Scientific Research in Science, Engineering and Technology (ijsrset.com) 
 

236 

VI. HYPOTHESIS TESTING 

 

H1.1 Gender of Indian consumer significantly impact the * payment method. 

  

TABLE 7. CONSUMER RESPONSE VARIATIONS FOR PAYMENT MODE*ACROSS GENDER 

 

  Sum of Squares df Mean Square F Sig. 

Credit Card Between 

Groups 

.009 1 .009 .056 .813 

Within 

Groups 

161.148 1012 .159     

Total 161.157 1013       

Debit Card Between 

Groups 

.773 1 .773 6.092 .014 

Within 

Groups 

128.442 1012 .127     

Total 129.215 1013       

Net Banking Between 

Groups 

1.823 1 1.823 12.565 .000 

Within 

Groups 

146.868 1012 .145     

Total 148.691 1013       

Cash on 

delivery 

Between 

Groups 

.829 1 .829 10.664 .001 

Within 

Groups 

78.706 1012 .078     

Total 79.536 1013       

E-Wallets Between 

Groups 

0.000 1 0.000 0.000 1.000 

Within 

Groups 

132.000 1012 .130     

Total 132.000 1013       

 

We here summarize the results of Table 7 in Table 8 to 

conclude the results. 
 

 TABLE 8. SUMMARIZE RESULTS OF ANOVA TABLE FOR 

PAYMENT MODE*ACROSS GENDER 

 

 

 

The results of table 8 shows that the Gender as one of 

the demographic factor of consumer does impact on 

payment method Credit card, Debit card, Net Banking, 

Cash on delivery. But Gender does not impact payment 

method E-wallets. 

 

 

H1.2 Occupation of Indian consumer significantly 

impact * payment method 

 

 

This hypothesis is used to show impact of consumer 

occupation on various payment method used by Indian 

consumer.

 

 

ANOVA GENDER 

Dependent Variable F Sig. 

Credit Card 0.056 0.813 

Debit Card 6.092 0.014 

Net Banking 12.565 0 

Cash on delivery 10.664 0.001 

E-Wallets 0 1 
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TABLE 9. CONSUMER RESPONSE VARIATIONS FOR PAYMENT MODE*ACROSS OCCUPATION 

 

  Sum of Squares df Mean Square F Sig. 

Credit Card Between 

Groups 

18.287 2 9.144 64.705 .000 

Within 

Groups 

142.869 1011 .141     

Total 161.157 1013       

Debit Card Between 

Groups 

21.652 2 10.826 101.757 .000 

Within 

Groups 

107.563 1011 .106     

Total 129.215 1013       

Net Banking Between 

Groups 

8.243 2 4.121 29.667 .000 

Within 

Groups 

140.449 1011 .139     

Total 148.691 1013       

Cash on 

delivery 

Between 

Groups 

.425 2 .213 2.716 .067 

Within 

Groups 

79.110 1011 .078     

Total 79.536 1013       

E-Wallets Between 

Groups 

.825 2 .413 3.180 .042 

Within 

Groups 

131.175 1011 .130     

Total 132.000 1013       

 

 

Here we summarize the results of Table 9 in Table 10 to 

conclude the ANOVA results. 

 

TABLE 10. SUMMARIZED RESULTS OF ANOVA TABLE FOR 

PAYMENT MODE*ACROSS OCCUPATION 

 

 

 

The results of table 10 shows that the occupation as one 

of the demographic factor of consumer does impact on 

payment method Credit card, Debit card, Net Banking, 

Cash on delivery and E-wallets.

VII. CONCLUSION 

 
The overall results prove that the respondents have 

perceived online shopping in a positive manner. This 

clearly justifies the project growth of online shopping. 

The following

 

major outcomes are dervived from the survey based on 

questionnaire. 

1) Males and females are equally participated in 

the survey. Where age group of major 

respondents is between 31-50. 

ANOVA OCCUPATION 

Dependent 

Variable 

F Sig. 

Credit Card 64.705 0 

Debit Card 101.757 0 

Net Banking 29.667 0 

Cash on delivery 2.716 0.067 

E-Wallets 3.18 0.042 
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2) Employed respondents shop very frequently and 

the frequency of doing shopping is on monthly 

basis.  

3) Cloth and electronics  are the highest demanding 

products by customers with 88% and 65%  

demand respectively. 

Major respondents agree on the follwing points 

1) Online shopping saves time. 

2) Pay in advance is not an issue. 

3) Arrangement of product in wedsite is very 

important. 

 

Online shopping organizations can apply the relevant 

variables and factors, identified from the research, to 

create their strategies and tactics. The organizations can 

prioritize the Consumer‟s requirements in online 

shopping environment. The results can also be used by 

various organizations to identify their target customer 

segments. 

 

From the results of ANOVA table we conclude that the 

demographic factor Gender and Occupation does impact 

on payment method opted by consumer. it clearly shoes 

that there is a effect of occupation and gender on 

payment method. In future we try to find out which 

occupation more effects various payment method like 

Credit card, debit card, net banking and e-wallets. 
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ABSTRACT 
 

This Vast spread of computing technologies has led to abundance of large data sets. Thus, there is a need to find 

similarities and define groupings among the elements of these big data sets. One of the ways to find these 

similarities is data clustering. Currently, there exist several data clustering algorithms which differ by their 

application area and efficiency. Increase in computational power and algorithmic improvements have reduced the 

time for clustering of big data sets. But it usually happens that big data sets can’t be processed whole due to 

hardware and computational restrictions. Clustering techniques, like K-Means are useful in analyzing data in a 

parallel fashion. K-Means largely depends upon a proper initialization to produce optimal results. 

Keywords: K means, Clustering, Data Mining, Big Data. 

 

I. INTRODUCTION 

 

There has been a tremendous growth in the volume of 

data in the recent times. Data, whether it be structured or 

unstructured contribute to this enormous collection. To 

draw meaningful insights from this mountain of data we 

need algorithms which can perform analysis on this data. 

Clustering is the process of grouping data into groups 

called clusters, so that the objects in the same cluster are 

more similar to each other and more different from the 

objects in the other group [1]. It is one of these various 

important analysis techniques that is employed to large 

datasets and finds its application in the fields like search 

engines, recommendation systems, data mining, 

knowledge discovery, bioinformatics and documentation 

to name a few. 

 

Nowadays, the data being generated is not only huge in 

volume, but is also stored across various machines all 

around the world. We need to process this data in 

parallel to reduce the cost of processing. K-Means is one 

of the most famous algorithms in the field of data 

mining [6]. Its scalability to large datasets and simplicity 

can be considered as one of the major reasons for its 

popularity. It is simple in data analysis and provides 

good performance. But it has a great dependence on the 

initial cluster center. The selection of initial cluster 

centers determines the quality of clustering. Therefore, it 

is an important step to select a reasonable set of initial 

cluster centers in K-means algorithm.   

 

II. THE TRADITIONAL K - MEAN 

ALGORITHM [6] 

 

K-means algorithm is a clustering algorithm based on 

partition, proposed by McQUeen in 1976. The aim of 

Kmeans algorithm is to divide M points in N dimensions 

into K clusters so that the precision rate and the recall 

rate are maximum. It is not practical to require that the 

solution has maximum against all partitions, except 

when M, N are small and K=2. The algorithm seeks 

instead of “local” optima solution, such that no 

movement of an object from one cluster to another will 

reduce the within-cluster sum of squares. 

 

The basic principle of the traditional K-means algorithm 

is: firstly, each data object in the data set is regarded as a 

single cluster, randomly select K data objects as the 

initial clustering centers; secondly, successively 

calculate the distance of the rest data objects to each of 

the K cluster center, each data object will be categorized 

into the nearest cluster, and then recalculate the centroid 
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of each cluster; repeat iteratively until the cluster 

partition is no longer changed. The process of K-means 

algorithm is as follows: 

 

Input: data set contained n data objects, k(the number of 

clusters) ; 

Output: k clusters; 

Step1: Randomly select K data objects as the initial 

cluster centers; 

Step2: Calculate the distances from the remaining data 

objects to initial cluster centers, assigned the 

remaining n-k data objects to the nearest cluster; 

Step3: Recalculate the cluster centers of each cluster; 

Step4: repeat step2 and step3 until convergence; 

 

K-means algorithm is a simple and efficient clustering 

algorithm [6]. Its time complexity is close to O(n*k). 

When the differences between categories are small or 

the scale of data set is large, K-means algorithm will 

perform more efficient, and get better clustering results. 

It has two major drawbacks- (1) A priori fixation of the 

number of clusters (2) Random selection of initial 

centers. So there are different methods to improve the 

algorithm while maintaining its simplicity and efficiency. 

 

III. TYPE OF METHODS 

 

A. K-mean+:a developed clustering algorithm for big 

data [2] 

In this paper, it proposed a new approach for fast 

clustering. It divides first instances into blocks applying 

block operation. 

Block operation: let dataset D has M attributes and N 

instances for each attribute; range is divided by ƒ equal 

width. The feature space of D is separated to blocks of a 

size. N instances are assigned to these blocks and 

processed as one instance but weighted by number of 

instances in single block. 

Distance calculation: location of block is decided by the 

center of a block and then Manhattan Distance as 

function of distance measure instead of Euclidean 

distance, causes much floating point arithmetic.  

Iteration: Cluster center and cluster labels of block 

update is iterated. When cluster center do not change, 

iteration stops. The result is rounded to integer to reduce 

complexity as cluster centers are weighted average of 

blocks. 

 

 

Figure 1.  Time complexity [2] 

B. Batch Clustering Algorithm for Big Data Sets 
[4]

 

In this paper, it is proposed to cluster a given large data 

set in batches by using k-means algorithm. That is take 

some portions of data elements from the given data set 

and process it. Then take next portion and process it and 

so on until all the elements of data set are processed. 

After that the whole given data set is also clustered by k-

means algorithm for efficiency and quality comparison. 

Later qualitative indicators for both of these approaches 

are measured. For qualitative indicators the below are 

considered: 

 Time T required for calculation of centroids and 

assigning data elements to centroids (clusters); 

 The value of the objective function J (squared 

error function): 

 

  ∑∑‖  
   

   ‖
 

 

   

 

   

 

 

Where ‖  
   

   ‖
 

 is a given distance (Euclidean) 

measure between a data element   
   

 and the cluster 

center    , i.e. j is an indicator of the Euclidean distance 

of the n data elements from their corresponding cluster 

centers. 

Assuming that we have a data set consisting of n data 

elements, m is a number of elements in a small subset of 

data set, k is a number of centroids, the proposed batch 

clustering algorithm can be defined as follows: 

 

1. We take m number of data elements from the given 

data set of n elements ( m < n ); 

2. m number of data elements are processed in RAM of 

computer by the k-means algorithm to find k number of 

centroids ( k < m ); 

3. Then take the k centroids along with m − k number of 

data elements from the remaining data set; 
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4. Repeat steps 2 – 3 until all the elements of the initial 

data set are processed; 

5. Assign all elements to the k centroids calculated in the 

last step 4. 

 

The result of calculations is below: 

 

Classic k-means 

• Time spent calculating centroids: T = 225 sec 

• Time spent calculating objective function: T = 979 sec  

• Objective function: J = 33997  

 

Batch clustering 

• Number of elements in each portion: m =100,000 

elements. 

• Time spent calculating centroids: T = 223 sec 

• Time spent calculating objective function: T = 932 sec 

• Objective function: J = 33996 

 

As seen from the above calculation results, batch 

clustering algorithm produces better results over classic 

k-means algorithm. Besides, we have a big gain in using 

computational power with restricted resources. 

 

C. New Approach for Clustering of Big data: DisK-

means
[1]

 

The proposed new algorithm called DisK-Means. The 

traditional K-Means algorithm produces varying results 

over several runs on large datasets. It is also very time 

consuming. Our algorithm reduces the time of execution 

along with improving the quality of clusters. 

 Our algorithm divides the complete dataset into m parts, 

where each part must have more than minimum the 

sample size to be representative of Y. It is not necessary 

that it should be equal to the computational cores 

available as in CK-Means. In step 2, for each part 

obtained from step 1, a distance matrix [15] is made 

which contains the shortest distance from each point to 

every other point in the set. D(i,j) represents the shortest 

distance from point i to j and M(i,j) represents the matrix 

that has i rows and j columns. Now for each subset, 

choose the point that has the minimum sum of distances. 

In step 5, K-Means++ is performed on each subset 

obtained in the initial stage. Here, the initial points for 

each subset are not chosen randomly but from each 

subset in the previous step. Next, fitness measure of 

each cluster is calculated and stored in the array Ti. We 

use WSSQ method as it is easy to calculate and does not 

add further complexity. The cluster that has the 

minimum value of WSSQ is the best fit and its centers 

are put in the set C which contains the initial centers for 

the next step. The re-clustering is further performed 

using K-Means to finally obtain k centers. 

 

 Algorithm 3 DisK-Means 
[1] 

 

1. Partition y into y1, y2,..., ym ; 

2. For each i ∈{1,2,.....m} do  

3. Calculate the distance D(i,j), from each point to every 

other point and form the distance matrix M(i,j).  

4. Find the node with minimum sum of distances and put 

it into ICi;  

5. Run K-Means++ on yi using ICi as the initial node to 

get k centroids Ci' and clusters (clyi);  

6. Ti f(clyi);  

7. C=Ci' where iBest-fit;  

8. Re-clustering using K-Means with C as set of initial 

centers.  

TABLE 1. COMPARISION BASED ON RUNNING TIME [1] 

S.no. 
Running Time (in sec)  

Values of k K-Means  Disk-Means 

1 50 300 220 

2 50 340 223 

3 100 200 127 

4 100 213 130 

 

 
 

 

Figure 2.  Execution time for K-Means and DisK-Means [1] 

 

 

It can be observed that in both cases, when k=50 and 

k=100, our new DisK-Means takes less time to execute 

with less deviation when compared to K-Means. A 

major drop is observed when the value of k is changed 
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dramatically from 50 to 100. It is expected that as the 

number of clusters increase, the time for execution 

would decrease. 

 

D. A hybrid clustering algorithm : the FastDBSCAN 

[7] 

 

Proposed FastDBSCAN including two steps: 

 

(1) To Partition the data set by K-means and then use 

Min-Max method to sample data. The main principle of 

min-Max is: first a starting point y1 is randomly chosen 

from the dataset D. Then all the other points in Y are 

chosen among the points of dataset X that maximize 

their minimal distance from the point already in Y. Thus 

when t points already belong to y, the process that 

selects the point yt+1 from X can be formalized as shown 

in equation below: 

 

where d( . ) denotes the distance defined in the space of 

the objects. In each iteration methods selects the point 

that exhibits the largest label uncertainty according to 

the previous answers of the user.   

 

Algorithm 1: Min-Max method;  

Input: data set D, the number of samples k; 

Output: set of points selected by Min-Max Y. 

1. Take any reference point r; 

2. Insert r in Y 

3. Temp = 1; 

4. while |temp|≤ k+1 

5. Find the point x that maximize their minimal distance 

from the points already in Y 

6. Insert x in Y 

7. temp = temp +1 

8. endwhile 

9. remove r from Y 

10.return Y 

 

(2) Clustering sampled data by FastDBSCAN. K-means 

in first step guarantee that the data chosen for step 2 will 

cover the whole data set. Then it extracts t percent of 

points by Min-Max method. This new set is used by 

DBSCAN.  

 

Algorithm 2: FastDBSCAN  

Input: A data set D, the number of clusters for K-

Means k, the proportion of data t; 

Output: Clusters and noises. 

1. Initialize k centers 

2. Partition data by K-Means, 

3. Take a proportion t of points (Min-max algorithm) 

from clusters to form a new data set E; build a 

correspondence list to associate each selected point 

with its cluster. 

4. Perform DBSCAN clustering on the set E, 

5. Recover the clusters detected by DBSCAN to form 

final clusters.  

 

Comparison of FastDBSCAN and DBSCAN is with 

two aspects: clustering accuracy and time calculation. 

The accuracy of the algorithm is better as k-means is 

used for clustering in the step one. The time calculation 

of FastDBSCAN is less compared to DBSCAN.   

    

E. An Improved K-means text clustering algorithm 

By Optimizing initial cluster centres[5] 

 

The basic idea of the improved K-means algorithm is: at 

first, calculate the density parameter of all data objects 

in the data set, and determine data objects which are 

isolated points. 

 

If a data object is isolated, it will be removed from the 

data collection. After deleting the isolated points, we 

will get a data set with high density parameter. Then, 

select a data object with the highest density parameter in 

the set as the first initial cluster centre; Next, select a 

data object from the rest of high-density data collection 

as the second initial cluster centre, which is the furthest 

from the first initial cluster centre; And so on, until find 

k initial cluster centres. Based on this k initial cluster 

centres, use the traditional K-means algorithm to do 

clustering. 

 

The process of the algorithm is described as follows: 

Input: text set D = {d1, d2, ⋯ , dn} containing n data 

objects, and k (the number of clusters); 

Output: k clusters; 

Step1: Calculate distances between any two data objects 

in data set D and the average distance, using formula 

(1) and (2) respectively; 

Step2: Calculate density parameters of all data objects in 

the data set D and the average density parameter of 

the set D, using formula (3) and (4); 
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Step3: According to the formula (5), determine isolated 

data objects, and delete them from the set D, thus 

obtain a collection A with high density parameter; 

Step4: Select a data object with the highest density 

parameter from collection A as the first initial 

clustering center, and add it to the collection B, and 

remove it from collection A; 

Step5: From collection A, select a data object which is 

furthest from collection B as the next initial cluster 

center, and add it to collection B, and remove it from 

collection A; 

Step6: Repeat Step5, until the number of data objects in 

collection B is k; 

Step7: Based on the k cluster center, use the traditional 

Kmeans to do clustering; 

 

This algorithm is divided into two stages, one is to 

determine the initial cluster centers, and the other is to 

use the traditional K-means to do clustering based on the 

initial cluster centers. To determine the initial cluster 

centers needs to calculate the distances between all data 

pairs, and its time complexity is O(n2). Because of the 

extra computation, this algorithm’s time complexity is 

higher than that of the original algorithm, but it can get a 

better clustering result. 

 

TABLE 2. Precision Evaluation 
[5] 

Clustering 
algorithm 

Evaluati

on index 
Art 

Econo

my 

Environ

ment 

Politic

al 

Sport

s 

K-

MEANS 

P (%) 80.33 78.84 79.53 80.95 78.62 

R (%) 81.14 82.45 78.97 81.83 79.69 

Improved 
k-mean 

P (%) 81.74 80.42 81.21 82.71 81.58 

R (%) 82.23 83.59 82.36 83.75 82.64 

 

IV. ANALYSIS 

 

In this paper, a study of different types of algorithms of 

k-means modified been represented each have improved 

the one or the other shortcomings of the k-means 

algorithm and hence provided a better and efficient 

algorithm to learn a large data set. A verity of methods 

are been introduced want to tackle a large amount of 

dataset and provide a fast clustering while keeping the 

spark of k-mean simplicity and efficiency. 

 

V. CONCLUSION 

 

The problem of k-mean clustering algorithm has a lot 

of shortcomings: (1)It requires the user to specify the 

number of clusters in advance. However, in the 

beginning, the user does not know how many clusters 

should be divided into. (2) It has a great dependence on 

the initial cluster center, and it is easy to produce the 

local optimal solution. Since K-means’ clustering 

criterion function is a non-convex squared error 

evaluation function, which leads to there is only one 

global minimum, but there are a number of local 

minimum. The randomly selected initial clustering 

centers tend to fall into the non-convexity, causing the 

algorithm deviates from the searching range of global 

optimal solution. So, when the initial clustering centers 

are selected improperly, the clustering results will be 

unstable and inaccurate. (3)It is sensitive to isolated 

points and noise data. K-means algorithm takes average 

point as cluster’s center, and adds it to the next round of 

the algorithm, resulting in the cluster’s center may be 

away from the dense regions of data set, and the 

cluster’s center may be a noise point or an isolated point. 

Therefore, if the data set contains a lot of isolated points 

or noise data, to a great extent, the clustering results will 

Figure 3.  Execution time for K-Means and DisK-Means [5] 

 

be controlled by noise or isolated data, leading to the 

inaccurate or even wrong clustering results. 

 

Different aspects of k-mean algorithm are deal with and 

different approaches are introduced working on different 

issues of k-means clustering algorithm. One has reduced 

time to response, other to reduce the complexity of 

algorithm using k-mean. One of papers is dealing with a 

large amount of data dividing the work into batches. All 
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these methods enhanced traditional k-mean algorithm to 

an efficient algorithm.    
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